
Change detection using joint intensity histogram

Yasuyo Kita

National Institute of Advanced Industrial Science and Technology (AIST)

Information Technology Research Institute

AIST Tsukuba Central 2, 1-1-1 Umezono, Tsukuba, Japan

y.kita@aist.go.jp

Abstract

In the present paper, a method for detecting changes be-

tween two images of the same scene taken at different times

using their joint intensity histogram is proposed. First, the

joint histogram, which is a two-dimensional (2D) histogram

of combinatorial intensity levels, (I1(x), I2(x)), is calcu-

lated. By checking the characteristics of the ridges of clus-

ters on the joint histogram, clusters that are expected to cor-

respond to background are selected. The combinations of

(I1, I2) covered by the clusters are determined as insignifi-

cant changes. Pixels having a different combinatorial inten-

sity (I1(x), I2(x)) from these combinations, are extracted

as candidates for significant changes. Based on the gra-

dient correlation between the images for each region con-

sisting of these pixels, only regions with significant changes

are distinguished. Experiments using real scenes show the

practical usefulness of the method.

1. Introduction

Change detection between images of the same scene

taken at different times is important in various applications,

such as the detection of abnormalities in medical or fac-

tory examination, event detection from surveillance images,

and change detection from aerial/satellite images [1]. When

two images are taken from different view points, the images

should be registered first [2]. In the present paper, we con-

centrate on change detection processes by assuming that the

images are taken from the same view point or have already

been registered if necessary.

When images are taken consecutively with small time

intervals, as with frame-rate video surveillance, the adap-

tive background subtraction strategy works well when us-

ing a series of previous frames[3][4]. However, there

are also several situations in which images are taken

with a long time interval. In such cases, it is not

easy to discriminate “significant” changes, such as the

appearance/disappearance of objects, from “insignificant”

changes, such as those induced by illumination variation.

This difficulty becomes more severe when dealing with out-

side scenes

In the present paper, we propose a change detec-

tion method that estimates significant/insignificant changes

based on the joint histogram of two input images. The joint

histogram is a two-dimensional (2D) histogram of combi-

natorial intensity levels, (I1(x), I2(x)), where I1(2) and x

represent the intensity level (0-255) of each image and the

positions of pixels on images, respectively. In the case in

which a background with insignificant changes is domi-

nant in the images, on the joint histogram, background pix-

els tend to form large clusters that spread over the (I1, I2)
plane. By checking the characteristics of the ridges of clus-

ters on the joint histogram, those clusters expected to cor-

respond to background are selected. The combinations of

(I1, I2) covered by the clusters are determined as insignif-

icant changes. By assuming the remaining combinations

to be significant changes, pixels with significant changes

are extracted from the images. By checking gradient cor-

relation between the images for each region consisting of

sizable connected groups of these pixels, only regions with

significant changes are distinguished. In the next section,

we describe the proposed method. In Section 3, we present

some experimental results to demonstrate the practicality of

the proposed method.

2. Methods for detecting changes

2.1. Problems to solve

Before explaining the proposed methods, we need to

clarify the problems considered herein. The aim of the

study was to detect the appearances/disappearances of ob-

jects rather than changes in the intensity of individual ob-

jects. We deal with gray-level images in the present paper.

Figures 1(a) and 1(b) provide a typical example in which

two images of the same scene do not show simple bright-

ness changes. These images were taken at 7:06 AM and

at 11:59 AM, respectively, using a Field Monitoring Server

(FMS) camera used as a node of a sensor network[5][6].

Figure 1(c) shows the absolute values of the subtraction

of the images considering the ratio of average brightness

between the images. That is, |I1(x)-aI2(x)|, where a =
(
∑n

i=1 I1(x)/n)/(
∑n

i=1 I2(x)/n). Here, I1(2), x and n

represent the intensity level (0-255) of each image, the po-

sitions of pixels on the images, and the number of pixels in
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Figure 1. Changed area obtained by fixed
threshold

each image, respectively. The white regions in Fig. 1(d)

show pixels with changes as obtained by binarization of the

subtraction image with the threshold of 30. When the task

is the detection of the appearance/disappearance of objects,

one FMS camera, which was newly placed on the near side

of the road between the image capture times was the only

object that should be extracted. However, it is difficult to

detect its appearance from the binarization results.

2.2. Clusters on joint histogram

Figure 1(e) shows the joint intensity histogram of the

images, in which the frequency is represented by bright-

ness. The binarization after subtraction in the previous sub-

section can be explained as follows. If I1(x) is more than

(aI2(x) − 30) and less than (aI2(x) + 30), then the pixel

at x is assumed to have undergone an insignificant change.

This means that the combinations of (I1, I2) included in

the red region in Fig. 1(f) are assumed to be insignificant

changes. In another respect, combinations of (I1, I2) are

classified into significant/insignificant changes using a 2D

table, as shown in Fig. 1(g). Here, we define this table as

Sig(I1, I2), where Sig(I1, I2) = 1 and Sig(I1, I2) = 0

(a) (b)

(c) (d)

(e) (f)

Figure 2. Changed area obtained by Sig(I1,I2)

indicate significant and insignificant changes, respectively,

and we propose to determine the table more adaptively and

flexibly based on the pixel distribution in the joint his-

togram.

The joint histogram in Fig. 1(e) has a number of clus-

ters. If there is no change in intensity between two images,

then the pixels are plotted on the line I2 = I1. The global

brightness change produces similar shifts of most of pixels.

In the case in which pixels affected only by global bright-

ness change are dominant in the images, clusters having

long ridge lines are formed. In addition, the projection of

the ridge onto the (I1, I2) plane has a tangent close to the

line I2 = I1. In contrast, other clusters correspond to pixels

having different types of intensity changes that are caused

by other factors. In this example, specular reflection of wet

roads, changes in the degree of wetness of tree trunks and

the appearance of a new object (an FMS camera) are such

factors.

Figure 2(a) and 2(b) show the joint histogram smoothed

with the 2D Gaussian function of σ = 3.0 and its cross-

section at the I2 = −I1 + 336, which is illustrated by a

dashed line in Fig. 2(a). Peaks and their boundaries are

found, as indicated by the arrows and dashed lines in Fig.

2(b). Here, boundaries are determined at the valley between

the neighboring peaks or at the position where the value first



Table 1 Gradient similarity (Se)

region 0 1 2 3 4 5 6 7 8 9 10 11 12

correlation 0.19 0.20 0.05 0.20 0.41 0.31 0.17 0.19 0.07 0.31 0.15 0.02 0.16

(a) (b)

(c) (d)

Figure 3. Discrimination using gradient correlation

becomes less than 1.0. The resultant peaks and its bound-

aries after the same processing along all cross-sections at

I2 = −I1 + b(b = 0 ∼ 512) are superimposed in Fig. 2(a).

The green dots represent peak positions, and the red dots

represent boundaries.

If we select only clusters in which the projection of the

ridge on the (I1, I2) plane is close to I2 = I1 and assume

the combination of (I1, I2) included in the clusters to be an

insignificant change, then the red regions in Fig. 2(c) in-

dicate the area of Sig(I1, I2) = 0(insignificant). Based

on the Sig(I1, I2) table in which only these combinations

are set to 0, pixels with significant changes are extracted,

as shown by the white regions in Fig. 2(d). All changes

apart from the global intensity change are extracted. The

determination of which changes are “significant” depends

on the application. However, in many applications, sim-

ple changes in the intensities of individual objects, such as

roads or tree trunks, are generally required to be ignored.

In the following subsection, we show a method by which to

select clusters that correspond to such changes.

2.3. Clusters corresponding to insignificant
changes

In outside scenes, shading and specular reflection often

produce large intensity changes in parts of images. These

changes are very difficult to discriminate from significant

changes. Under the framework introduced in the previous

section, the removal of such intensity changes can be per-

formed by distinguishing clusters that are caused by such

factors. When changes in shading (or specular reflection)

between two images are not too strong, the pixels affected

by the effect maintain similar intensity differences among

the pixels that are affected by the same effect. If the num-

ber of pixels affected by the same effect is large and these

pixels have sufficient variation in intensity level, then the

pixels tend to form a cluster that has a long ridge. In ad-

dition, the projection of the ridge on the (I1, I2) plane has

a tangent close to the line I2 = I1. We hereinafter refer

to the slope of the tangent of the projection of a ridge on

the (I1, I2) plane as the tangent slope of ridge. Using these

characteristics, we propose the following algorithm to re-

move pixels with insignificant changes:

1. Clustering of joint histogram.

Peaks and their boundaries are detected on the

smoothed joint histogram of two input images in the

manner described in the previous section. Ridge lines

are extracted by connecting adjacent peak points plot-

ted on the (I1, I2) plane. The tangent slope of the

longest ridge, D0, is calculated in order to estimate

global brightness change.

2. Selection of clusters.

Clusters having ridges longer than L1 are selected.

From the candidate clusters, only clusters that have a

ridge with a tangent slope close to D0 (within ±D1
from D0) are selected. In order to take the saturation

of intensity levels into account, clusters having verti-

cal and horizontal ridges at the top right and bottom

left corners are also selected.

3. Extraction of pixels with significant changes.

The significant/insignificant table, Sig(I1, I2), is con-

structed as follows:

{
Sig(I1, I2) = 0 if (I1, I2) is included

in selected clusters.
Sig(I1, I2) = 1 else

Pixels with significant changes are extracted by com-

paring (I1(x), I2(x)) with the table, Sig(I1, I2).

The three parameters σ, L1, and D1 should be adjusted

based on the task and situation for the individual applica-

tion. However, through experiments using three different

scenes, the results were found not to be sensitive to the pa-

rameters. In the present paper, with the exception of the
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Figure 4. Robustness against large shadow

appearance

experiment in Section 3.3, we used the same values of 3.0,

20 (pixels) and 15 (deg) for all of the experiments.

Figure 2(e) shows clusters selected using this algorithm.

The red regions show the area of Sig(I1, I2) = 0. In Fig.

2(f), pixels with significant changes extracted with the ta-

ble are indicated by white dots. Most of the undesirable

changes were removed. As a result, pixels corresponding to

the FMS camera, were extracted separately.

2.4. Discrimination using gradient correlation

In the processes in the previous section, insignificant

changes that occurred only in small areas are not removed.

However, once potential pixels for significant changes are

removed from the dominant background, as shown in Fig.

2(f), discrimination of significant changes can be performed

through additional filtering processes. We adopt gradient

correlation checking for this purpose, and explain the con-

crete processes using the example of Fig. 3.

Region labeling is applied to images of pixels with sig-

nificant changes. Regions having more than N1 pixels are

extracted as candidate regions. In the experiments of the

present paper, N1 is set to 300 pixels. In the case of Fig.

3(a), the regions surrounded by blue squares are extracted

candidate regions. Gradient images of the input images in

the x and y directions, ei,k(i = 1, 2; k = x, y), are calcu-

lated with the Sobel operator. Figure 3(b) shows the gradi-

ent image of the x direction in only candidate regions. In the

figure, red and green intensities represent the respective gra-

dient strengths of the two input images, resulting in pixels

that have similar gradient values in the two images appear-

ing yellow. We define a measure of gradient similarity, Se,

as follows:

Se = min(Ex, Ey)

Ex =

∑
(e1,x(x)−µe1,x

)(e2,x(x)−µe2,x
)

(max(σe1,x
,σe2,x

))2

Ey =

∑
(e1,y(x)−µe1,y

)(e2,y(x)−µe2,y
)

(max(σe1,y
,σe2,y

))2

where µei,k
and σei,k

represent the average and standard

distribution of the gradient image in the k direction of im-

age i in a candidate region. The candidate regions are clas-

sified into the three classes according to Se: change with

high certainty (0.0 ≤ Se ≤ 0.1), change with low certainty

(0.1 < Se ≤ 0.3), and no change (0.3 < Se ≤ 1.0)

The partial movement of objects, such as waving trees,

often occurs between images, and the detection of such

movement is not desirable. When such partial translation

occurs, a similar gradient pattern is observed in the vicin-

ity of the corresponding position. Therefore, if we take the

maximum of Se while translating one region over the cor-

responding region in the other image, such regions should

show large Se (high correlation) and thus can be rejected.

The amount of allowable partial translation, T1, should be

determined by taking into account factors that should be ig-

nored. In the experiments of the present paper, we fixed T1
as five pixels.

The values of Se for the candidate regions in the case of

Fig. 3 are shown in Table 1. In Figs. 3(c) and 3(d), the

three classes, high certainty, low certainty and no change,

are represented using red, yellow and blue squares, respec-

tively. The appearance of an FMS camera was correctly

detected, as shown by the red square in the lower left cor-

ner. The detection of two other red squares on the tree trunk

was undesirable. It is difficult to distinguish these squares

based on gradient similarity because the partial wetness of

the trunk produces strong new edges.

3. Experiments

We have examined the feasibility of the proposed method

using more than 100 images of three scenes taken by FMS

cameras. Most of these images were taken using time inter-

vals ranging from two to 30 minutes.

3.1. Robustness against large shadow ap-
pearance

Figures 4(a) and 4(b) were captured with a five minute

interval between images. These images provide an exam-
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Figure 5. Robustness against partial transla-

tion

ple of a rapid change in daylight that causes difficulty with

respect to change detection. Figure 4(c) shows the results

after binarization of the subtracted image in the same man-

ner as in Fig. 1(d). Figure 4(d) shows the peaks and their

boundaries on the joint histogram. Intensity changes due to

the appearance of shadows and specular reflections can be

observed as separate clusters on the joint histogram. The

red regions in Fig. 4(e) show clusters selected by the pro-

posed method. The combinations of (Ii, Ij) covered by the

clusters were assumed to be insignificant changes in the ta-

ble, Sig(Ii, Ij). Based on the table, pixels with significant

changes were extracted, as shown in Fig. 4(f). Through the

gradient correlation processes, the appearances of people

are detected, as indicated by red and yellow squares.

3.2. Robustness against partial translation

Figures 5(a) and 5(b) are successive frames taken at

14:32 PM and 14:42 PM. Between the images, the shad-

ows moved according to the movement of the sun. Since

the number of pixels for which the intensity has markedly

changed due to this movement is small, the change does not

cause a large cluster to form on the joint histogram. There-

fore, regions consisting of these pixels were detected as can-

didates for significant change. If we calculate gradient cor-

relation without the consideration of partial movement, that

is, by setting T1 0, all candidates were judged to be signif-

icant changes, as indicated by the red squares in Fig. 5(c).

However, with an allowability of T1 = 5, regions having in-

tensity changes caused by the movement of shadows were

discriminated from significant changes. As a result, only

the disappearance and appearance of people were correctly

detected, as indicated by the red squares in Fig. 5(d).

3.3. Robustness against large daylight
change

The four images in the first row of Fig. 6 are scenes of a

parking lot taken at one-hour intervals during the evening.

Since the scene includes objects of various materials, such

as a building, roads, trees and cars, changes in daylight in-

duce various intensity changes. Therefore, these present

very difficult cases for change detection. The variety of in-

tensity changes can be seen as the scattering of pixels on

the joint histograms (second row of Fig. 6). The third row

shows the change detection results obtained by the proposed

method. Although a few regions were also detected undesir-

ably, the proposed method managed to extract most of ap-

pearances/disappearances of cars, except in the final case.

The reason for this is that, in this case, many background

pixels appear as small clusters on the joint histogram and

their clusters were not selected. As a result, pixels corre-

sponding to newly appearing cars were not extracted sep-

arately. The forth row in Fig. 6 shows the results after

changing parameters to select smaller background clusters,

specifically, L1 = 10 and D1 = 30. With these new param-

eters, the detection of the appearance of a car was possible

in the final case. However, taking smaller clusters increases

the risk of missing significant changes.

4. Conclusion

We proposed a method for detecting changes between

two images of the same scene taken at different times

using the joint intensity histogram of the images. Al-

though Bromiley[7] also used joint histogram (scatter-

grams) to transform one image as preprocessing of im-

age subtraction in medical applications, the approach pro-

posed herein uses more information from the joint his-

togram and directly classifies combinations of (I1, I2) into

significant/insignificant changes. This flexibility in deter-

mining significant/insignificant changes and the adaptabil-

ity to each pair of input images allows the proposed method

to achieve good performance in difficult cases of change de-

tection from outside scenes. Although the proposed method

barely extracts all pixels of regions with significant change,

especially in cases of large changes in daylight, we believe

that post-processing can be used to compensate for this ef-

fect by using the pixels extracted by this method as seeds.

Note that on the joint histogram, the image coordinates

of pixels are ignored. If a significant change happens to pro-

duce the same intensity change as that of the background,

the proposed method can not distinguish it and so removes

all pixels showing the intensity change. From experiments

using approximately 300 pairs of images, such coincidences

did not occur as often as expected. Only one disappearance

of a person between images was missed, even though the

change was fairly clear. We are investigating a method by
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Figure 6. Robustness against large daylight change

which to combine geometric information with the joint his-

togram in order to overcome this limitation.

Although, in the present paper, we have described exper-

iments that were conducted using only surveillance camera

images, we believe that the proposed method is applicable

to other applications, such as changes in the detection of

aerial/satellite images by using task-oriented rules to select

clusters that correspond to insignificant changes.
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