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Abstract—In this paper, we propose a method to recognize
clothing shape based on strategic observation during handling.
When a robot handles largely deformed objects like clothes, it is
important for the robot to recognize a constantly varying shape.
Large variation in shape and complex self-occlusion, however,
make recognition very difficult. To address these difficulties,
we have proposed a model-driven strategy using actions for
informative observation and have developed some core methods
based on this strategy [1][2][3]. In this paper, we show how these
core methods can be used for an actual task that involves handling
an item of clothing. In addition to proposing a sequence for this
task, basic functions for realizing the sequence are also described.
Using a robot, the experimental results demonstrated practical
utility of the proposed strategy.

I. INTRODUCTION

Owing to increasing importance of home and rehabilitation
robots in an aging society, robots will be required to handle a
variety of common objects including clothing. Because of its
high degree of deformability, handling clothing is different
from handling rigid objects. Large deformation in clothing
leads to various possibility of positions and orientations of
the part to be grasped, requiring considerable flexibility with
respect to both visual recognition and motion control.

Compared to handling soft, string-type objects, such as
ropes and electric cables [4][5], it is more difficult to recognize
the state of clothing being handled because of complex self-
occlusion. Here, the term “recognize the state” refers to the
recognition of not only the geometric shape, but also the
position of each part of the clothing within that geometric
shape. This is essential information necessary for picking up
a specific part (for example, the shoulder part of a sweater) ,
which is a basic action in many types of handling tasks such
as folding clothing into a desired shape.

Although some studies have been conducted in the area
of automated clothes handling [6][7][8][9][10][11][12], only
a few have examined aspects related to the recognition of the
complex clothing state. For example, Maitin-Shepard et al.[11]
have demonstrated that a robot skillfully handles towels based
on multiple-view observation. Their handling is, however,
performed on the basis of corner detections rather than recog-
nition of the state of the towels. Kaneko et al. [7] proposed
a method that recognizes the clothing state by comparing the
contour features (e.g., curvature, length-ratio) of observed data
with models under the condition that clothes are held at two
points in air. The state of clothes held at two points, however,

has tremendous variations, because of the high number of
two-point combinations. In addition, it is difficult to robustly
extract the detailed contour from real observations; these are
also highly sensitive to any slight deformation of the clothing.
Cusumano-Towner et al. [12] proposed a method that estimates
the clothing state in a manner similar to that proposed by
Kaneko et al [7] and showed a good recognition rate using
several types of clothing. However, their method requires a
repeat re-grasping of the lowest point of the hanging item of
clothing, which takes time and delays achieving the goal state.
In addition, when the size of the clothing is large, it might be
impossible for one hand to reach the lowest point, while still
holding the item by the other hand.

Kita et al.[1][2] proposed a model-driven method of com-
bining a simulation of clothing deformation with general
knowledge about the target clothes, such as type (e.g., sweater,
pants) and approximate size and softness, given in advance.
The proposed method recognizes the state of the clothing item
based on its possible 3D shape and calculates the necessary
information for holding it at any specific point. In [2], they
also provided additional “recognition-aid” actions such as
spreading out the clothes, which can aid in understanding
the state even in the case where the observed information is
inadequate in estimating the state.

These studies, however, deal with isolated situations and
assume that the clothes are already hung in air by holding
a part on its rim. In this paper, we show how these basic
techniques can be utilized to perform an actual task. As a
concrete task, the robot must pick up an item of clothing
that has an arbitrary shape from a desk and spread it open
by holding the item by its specific parts, such as the two
shoulders of a pullover or shirt or two points along the waist
of trousers. This common task is useful for various purposes,
such as neatly folding an item or presenting it to a person
to wear. Using the above concrete task, we show a method
to positively recognize a clothing state while handling the
item. In Section II, we propose a processing sequence that
uses informative observation. Basic actions that perform the
sequence are described in Section III. In Section IV, we present
some experimental results using an actual humanoid system
and discuss the results.



II. TOTAL FLOW
A. Our platform

Fig. 1 shows our experimental system for handling clothing,
which consists of a humanoid robot, HRP2 [13], and a
trinocular stereo vision system [14]. Although HRP2 has its
own vision system, we currently use an external vision system,
shown in Fig 1(a), to provide dense three-dimensional(3D)
data of the entire clothing item. Fig 1(b) shows an example
of 3D data obtained by the vision system. Texture-mapped 3D
data is shown in the front view, while gray dots illustrate the
3D observed points' in the side and top views. The accuracy of
the 3D reconstruction itself is about 1 mm, while the accuracy
of the calibration of HRP2 and the stereo vision system is
about 5—9 mm. By using 3D data, the clothing region can be
easily separated from the general background.

B. Flow using informative observation

In handling objects, it is essential to know the 3D informa-
tion of the target part to be grasped. To facilitate re-grasping
a clothing item with two hands, we create a situation in
which the clothing state is easy to recognize. Fig. 2 shows
the sequence of the situations. The task is to pick up an item
of clothing that has an arbitrary shape from a desk and spread
it open by holding it by its specific parts, such as the two
shoulders of a pullover. After picking up it from the desk
and holding the clothing in air using any part of its rim,
variations in the shape of the clothing are drastically reduced.
Actually, we have already proposed a recognition method for
this constrained situation[1][2]. Fig. 3 shows the core idea of
these studies. By simulating the physical deformation of the
target clothing based on an approximate knowledge about the
target, such as the type (e.g., sweater, pants), approximate size,
and softness, possible 3D shapes of the clothing being held in
air are predicted as shown in Fig. 3(a). Here, the clothing
states are classified into “State 1,” ”State 2,” ... according to
the position in which the item is held. After observation, to
consider the variation in the shape of clothing that can arise
even when it is held at the same point, one representative shape
of each state is deformed to better fit the observed 3D data.
The state that shows the best fit to the observed data is selected
as the correct state. After the clothing model is matched with
actual observations, the position and normal direction of any
part can be estimated by checking the 3D data corresponding
to that part of the model. This is useful in determining the
action plan for further handling of the part. Fig. 3(b) shows an
example of the calculated action plan for grasping a shoulder
part. The red, green and blue lines superposed on the left
and right hands show the definition of their hand coordinates
respectively. These lines are used for illustrating the position
and orientation of the hand in this paper. For example, in Fig.
3(b), the red, green and blue lines illustrate the position and
orientation of the left hand at the point when it should close
its fingers to grasp the part; the hand should approach the part

! Although this vision system is able to capture 3D information at a rate of
30 frames per second, we currently use only static 3D data.
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Fig. 1. System for handling clothes: (a) configuration of robot and vision
module; (b) three-dimensional data obtained from the stereo vision system
(the viewing direction of the camera system is —X with the red dot in the
views illustrating the point at which the item is being grasped).
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Fig. 2. Flow using informative observation

from outside along the blue line with its thumb open in the
direction of the green line.

Once this recognition process is achieved, the holding
position is tracked all subsequent re-grasping processes, to
increasingly limit the variations in the possible shape.

III. BASIC ACTIONS

In the next section, we explain how each action is realized.
We call hand holding the item of clothing the "holding-hand”,
while the other hand, which is used for the next grasping
action, is the “grasping-hand”.
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Fig. 3. Model-driven strategy of clothes recognition for automatic handling:
(a) basic action and model-driven recognition; (b) calculation of action to
perform the basic action; to grasp a specific part, the hand should approach
the part from outside along the blue line with its thumb open in the direction
of the green line.
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A. Picking-up clothing from a desk

The action of picking up clothing from a desk consists of
the following three parts:

1. Extract 3D clothing data

Assuming that the robot knows that the clothing item is on the
table placed at a known position, the 3D data of the item can
be separated from the background by extracting the connected
observed region around the expected position. Fig. 4(b) shows
an example of the result for the observation of Fig. 4(a), in
which the expected position is illustrated by an orange point.

2. Calculate the height of the desk

To avoid that the robot hand hits the table, the height of the
desk surface should be known. We estimate this from the
lowest height of observed clothing region. The yellow line
in the Fig. 4(b) shows the estimated desk height.

3. Select best grasping point

A part of observed clothing surface that is as vertical as
possible and is higher than a few centimeters above the desk
surface, is selected as the grasping position. The pose of the
hand is determined so that the normal of the grip surface
coincides with the normal of the part. In Fig. 4(b), the pink
dot and pink line in the top and side views show the position
and normal orientation of the detected part. Based on this
information, the position and orientation of the grasping-hand
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Fig. 4. Picking-up actions: (a) observation of the initial state; (b) calculated
action plan; (c) actions performed on the basis of the plan.
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Fig. 5. Holding-a-rim actions: (a) observation at the initial state; (b)

calculated action plan; (c) observation at the ready position; (d) recalculated
action plan; (e),(f) actions performed on the basis of the new plan.

(left hand) at the ready and grasp positions are determined as
shown by the red, green, and blue lines.

As shown, in our system, grasping actions are determined
by the position and orientation of the grasping-hand at the
ready and grasp positions. The grasp position is the position
for closing the grip to grasp the clothing and the ready
position is 10 to 20 cm away from the grasp position to
set its approaching direction. These hand configurations are
realized by a prioritized inverse kinematics solver[15] that
calculates joint angles necessary to realize the given position
and orientation of the hand while also considering joint limits
and self-collision avoidance while maintaining the robot’s
center of gravity. Fig. 4(c) shows actions performed on the
basis of the action plan of Fig. 4(b), where the final position
is fixed in advance.
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B. Holding a part of the rim

Actions of holding a part of the rim consist of the following
three parts:

1. Extract 3D clothing data

When clothing is held by hand, its surface should be observed
just under the tip of the holding-hand. Considering this, the 3D
data of clothing can be separated stably from the background.
Fig. 5(b) shows an example of the result of the observation in
Fig. 5(a).

2. Select one point along the rim

For stable grasping, the area to be gripped should be compara-
ble to the grip size. The area of the clothing that is the closest
to the grasping-hand (the right hand in the case of Fig. 5) is
selected. In Fig. 5(b), the red, green and blue lines illustrate
the action plan that was calculated on the basis of the 3D
position and normal orientation of the selected area. Fig. 5(c)
shows the grasping-hand in the ready state.

3. Recalculate 3D information of the grasping point

In preparing to perform a grasp, the holding-hand moves
slightly to maintain the robot’s center of gravity, which is
necessary when the grasping-hand makes large movements.
Therefore, to gain a firm hold on the rim of the clothing, we
make one more observation at the ready position, which is the
observation of Fig. 5(c). The pink, yellow, and light-blue lines
in Fig. 5(d), illustrate the recalculated position and pose of the
hand in the grasp position using this new observed data. Figs.
5(e) and (f) show the actions that are actually performed on
the basis of the recalculated action plan. The final position is
determined on the basis of the distance between the holding
position of the holding-hand and the grasping position of the
grasping-hand.

C. Model-driven state recognition

At this stage, the holding position is restricted to any point
along the rim of the clothes. Based on this situation, the

method explained in Section II [1][2] is applied to recognize
the clothing state. In this section, we propose an improvement
in the method for increasing the accuracy and robustness of
the recognition process.

Fig. 6(b) shows the results of the method[1][2] for the
observation shown in Fig. 6(a). The size of the red points
along the rim illustrates the degree of consistency between
the observed data and the 3D shape that was predicted for the
clothing when held in that position. Please refer to Fig. 3(a)
for understanding the relation between 3D shapes and holding
positions on the rim of clothing; the 3D shapes corresponding
to the symmetrical points along the rim become also sym-
metrical, such as State 1 and State 7 corresponding to point
1 and point 7. Because the 3D shape of the hanging item of
clothing should gradually change as holding position is moved
along the rim, the consistency with the observation should
change gradually, too. Considering this, we take a coarse-to-
fine approach. That is, after this coarse process, points along
the holding position that shows the highest consistency are
used to check the consistency in shape when the clothing is
held at those points. Fig. 6(c) shows the refined consistency
after this process around the point B. By this refinement
process, we can obtain a more accurate holding position and
model fitting as shown by B’ in Fig 6(d).

IV. EXPERIMENTS

As preliminary experiments for the total task, we conducted
experiments on sequences of handling clothing using our
platform, namely “picking-up”, “holding-a-rim”, and ’’state
recognition”. We have performed the following 11 sequences
using a pullover; the holding positions after holding-a-rim
action became the end of a sleeve(4), a corner of the bot-
tom of the body(2), the neck (2), the side of the body(1),
the shoulder(1), and the elbow(1). Figs. 7 and 8 show two
examples of the “’side of the body” (No.l in Table 1) and
the “end of the sleeve”(No.7). A video showing an example
of ”elbow” holding (No. 10 in Table 1) is also provided as
Supplementary Material. In Figs. 7 and 8, (a)—(d) show the
picking-up process, (e¢)—(h) show the holding-a-rim process,
and (i)—(j) show the recognition results of the observation of

(h).
A. Picking-up action

In the experiments, the pullover was arbitrarily thrown
on the table. Owing to the mechanism of the hand of our
humanoid, the hand cannot pick up clothing items when the
item lies flat on the table. Except such mechanically impossi-
ble cases, the picking-up actions were reliably performed for
the other cases. Since we have experienced that the holding
position of an item determined based on only its height often
led a failure in the holding, it is essential to consider the
normal direction of the holding position for system robustness.

B. Holding-a-rim action

The grasping positions that were calculated for the holding-
a-rim action are listed in Table 1. The third column shows
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Table 1 Grasping position for holding-a-rim action

Data|| Distance from surface | 1st grasping position | Recalculated grasp-
No. (mm) (mm) ing position (mm)
1 8.6(-8.3,1.1,2.1) (474.6,32.3,1288.4) (466.0,-13.8,1287.6)
2 0.4( -0.2,0.3,0.2) (502.2,-29.7,1214.4) (515.2,-49.4,1213.1)
3 3.8(-2.7, 1.9, 1.9) (506.4, 25.3,1227.6) | (490.1,-6.5,1221.0)
4 29.8(-29.6,3.1,1.7) (452.0, 9.6,1142.8) (444.8,-17.9,1139.5)
5 No data (497.3, 46.2,1251.8) | (522.7, 74.5,1261.4)
6 35.3(35.3, 0.5, -1.2) (485.4,-14.2,1256.3) (498.6,9.4,1251.1)
7 11.8(-11.4, 1.5, 2.7) (506.6,-12.0,1196.2) (505.3,-44.2,1204.8)
8 166.5(-165.5, 4.4,18.2) | (440.1,-11.4,1302.3) (606.3,-21.3,1286.6)
9 4.6(4.3,-0.1, 1.7) (418.3, -4.0,1003.0) (404.1,-18.0,1003.7)
10 2.7(-0.9, 0.4, 2.6) (470.8, 45.9,1255.6) | (462.9,1.0,1255.6)
11 8.7( 8.4, 2.1, 04) (478.8, 7.3,1308.7) (467.6,-33.9,1307.8)

the grasping position that was obtained on the basis of the
first observation, such as Figs. 7(d) and 8(d). The second
column shows the distance of these points to the clothing’s
surface after moving the grasping-hand to the ready position
(Ex. Figs. 7(f) and 8(f)). These distances are calculated by
searching the closest clothing surface along the line connecting
the point and the optical center of the basic camera. If the
holding-hand(left hand) never moves and the clothing is as
it was in the first observation, then the distance should be
zero, since these points are determined on the clothing surface
in the first observation. Actually, in all cases, the holding-
hand moved slightly and the clothing also moved. As shown
in the table, in many cases, this movement is less than lcm.
However, in some cases, the distance becomes more than a few
centimeters. In the case of No. 5, ”No data” means no surface
was observed along the view direction in the new observation.
which means the clothes moved in a direction perpendicular to
the view direction. In the case of No. 8, after the movement, a
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Experiment 1 results

different part of the clothing occluded the clothing’s surface,
which was observed in the first observation. This causes a
16.65cm difference from the first observed point. Using a new
observation, the holding positions are recalculated as shown
in the forth column, which contributes to the holding-a-rim
action as shown in Figs. 7(g) and (h) and 8(g) and (h).

C. State recognition

After the holding-a-rim action, the holding position was
estimated by the state recognition method. In 8 of 11 cases,
the states were determined accurately. In the remaining three
cases, recognition failed mainly because of the observations
were inadequate to judge the state owing to inappropriate
view direction and/or tight fold in the clothes. Figs. 8(i) and
(j) show examples of such failures. The state symmetrical to
the correct one was wrongly detected. To avoid such failures,
we can combine some “recognition-aid” actions, such as the
horizontal rotation of the holding-hand or spreading out the
clothing [3].

In the case of Figs. 7(i) and (j), the state was correctly
detected and the holding position was refined from A to A’ by
the process described in Section III. This refinement decreases
the distance from the ideal grasping position from 2.9 cm to
1.3 cm.

V. CONCLUSION

In this paper, we propose a method to recognize clothing
shape based on strategic observation during handling. By using
the action of holding a part of rim, the large shape variations of
clothing are drastically reduced so that we can find the correct
state from a relatively small number of possible shapes. In ad-
dition, taking advantage of consecutive shape changes created
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by changing the holding position along the rim, a coarse-to-
fine process can be used to determine the holding position
with a high resolution and the clothing state accurately. The
experimental results have shown that a reasonable number of
representative shapes can drive post-processing that can decide
the holding position precisely. Using the example of holding-
a-rim action, we also show the effectiveness of re-observation
after a large motion is made by the robot.

Although we use only one item of clothing in the exper-
iments of this paper, we believe that the proposed strategy
is useful in common to other clothing. Verification to assure
this generality is one of our future subjects. Through our
experiments, we realize that the folding of clothes produces
considerable difficulty in state recognition. To reliably perform
all processes of the task of “opening the clothes”, we plan to
combine “recognition-aid” actions[3] into this framework.
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