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Contributions: New Pooling Module
✓We propose Parametric Probabilistic Pooling Module 
based on inverse-softplus Gaussian model. 

✓ It naturally combines two approaches of  
Stochastic Pooling [Zeiler+13] and Adaptive Pooling [Kobayashi19].

Probabilistic Pooling Function

Parametric Probabilistic Model Experimental Results
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✓Probabilistic model is formulated based on pooling functionality. ✓Ablation study by 13-layer Net (2 local pooling) on Cifar100.

Global Pooling?

Implementation 
@ResBlock

Stochastic Method

✓Performance comparison by local pooling.

[Kobayashi19] T. Kobayashi, “Global Feature Guided-Local Pooling”, ICCV2019
[Zeiler+13] M. Zeiler&R. Fergus, “Stochastic Pooling”, ICLR2013

Local pooling by

2-layer 
MLP

GAP① ②

③

Parameters    are adaptively estimated by GFGP [Kobayashi19].

Gaussian Model

Half-Gaussian Model

inverse-Softplus (iSP) Gaussian Model

Table 1: Gaussian-based pooling methods. For comparison, the special cases (the deterministic
pooling by �0 = 0) of the half-Gaussian and iSP-Gaussian models are shown in the last two rows.
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where µ0 = fµ(X ) in Eq. 12 and we approximate the mean of the iSP-Gaussian distribution as

E[⌘] =
Z

log[1 + exp(✏̃)]N (✏̃;µ0,�0)d✏̃ ⇡ softplus(µ0) + 0.115�2
0

4 exp(0.9µ0)

(1 + exp(0.9µ0))2
(15)

⇡ softplus(µ0). (16)

The first approximation in Eq. 15 is given in a heuristic manner2 for �0  1 and the second one
in Eq. 16 is obtained by ignoring the residual error which is at most 0.115. In the preliminary
experiments, we confirmed that the approximation hardly degrades classification performance (at
most only 0.01% drop), and it is practically important that the approximation halves the GFGP
computation only for µ0 = fµ(X ) by omitting �0 in Eq. 16.

2.4 Discussion

Training The proposed Gaussian-based pooling methods are summarized in Table 1. These
methods leverage a random number ✏ simply drawn from a normal distribution N (0, 1) to the
stochastic training which is based on the following derivatives,
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While the pooling parameters {µc

0,�
c

0} are estimated by GFGP for channels c 2 {1, · · · , C}, the
random number ✏cq is generated at each position q and channel c, i.e., for each output Y c

q . To reduce
the memory consumption in the stochastic training process, it is possible to utilize random numbers
✏
c which are generated only along the channel c and shared among spatial positions q; this approach

is empirically evaluated in Section 3.1.

iSP-Gaussian model As an alternative to the iSP-Gaussian, the log-Gaussian model [4] is ap-
plicable in Eq. 11 with the analytic form of mean, exp(µ0 +

�
2
0
2 ). Nonetheless, the iSP-Gaussian

model is preferable for pooling in the following two points. First, the mean of iSP-Gaussian can
be approximated by using the single variable µ0 in Eq. 16 in order to effectively reduce computa-
tion cost at inference by omitting the estimation of �0 in the GFGP method. Second, the variance
of iSP-Gaussian is upper-bounded by �

2
0 for any µ0, while the log-Gaussian model exponentially

enlarges the variance as µ0 increases, leading to unstable training; in the preliminary experiment, we
confirmed that the log-Gaussian model fails to properly reduce the training loss.

Pooling model The proposed pooling forms in Table 1 are based on a linear combination of the
average and standard deviation pooling both of which have been practically applied to extract visual
characteristics [3, 31]. In the proposed method, those two statistics are fused through the probabilistic
model of which parameter(s) is estimated by GFGP [1] from an input feature map. Estimating
parameters of a probabilistic model by neural networks is found in the mixture density network
(MDN) [2] and partly in variational auto-encoder (VAE) [12]. The proposed method effectively
applies the approach to stochastic training of CNN in the framework of stochastic pooling.

2We manually tune the parametric form in Eq. 15 toward minimizing the residual error between
softplus(µ0) and

R
log[1 + exp(✏̃)]N (✏̃;µ0,�0)d✏̃ which is empirically computed by means of sampling.

5

⌘ ⇠ P(✓)
<latexit sha1_base64="GSONuUN/cPA10XMr9GFtjxJCHHA=">AAADyHiclVK7bhQxFL2b4RHCIxtokGhWrIJCs/IGEIgqPIoICWmTzSaRMtHKnvVmrcxLY++iZTQNBQU/QEEFEgWCFn6Ahh+gyCcgyiDRUHDGMwiRF+DRjI/PPcc+Y1vEvtKGsZ3KhHPs+ImTk6emTp85e266OnN+VUfDxJMdL/KjZF1wLX0Vyo5RxpfrcSJ5IHy5Jrbv5fW1kUy0isIVM47lZsC3QtVXHjegutWaKw13tQrcgJuBx/20lc25IkhdM0Alu9qt1lmD2VbbD5olqFPZWtFMZZFc6lFEHg0pIEkhGWCfOGk8G9QkRjG4TUrBJUDK1iVlNAXvECoJBQe7je8WRhslG2Kcz6mt28MqPt4EzhrNss/sDdtln9hb9oX9OHSu1M6RZxmjF4VXxt3pZxfb3//qCtAbGvx2HZnZUJ9u2awK2WPL5H/hFf7R4+e77dvLs+kV9op9Rf6XbId9xB+Eo2/e6yW5/OKIPAJZih27j3GxwwnQwzLhHTAxeg6lBJNC+Su9Ri4FlIFdwYlktpqzPWj7UA3hNiUfgD2I18B7+TxP2673vzmEPc3eP2YSh/AHZMIdbu69sfvB6nyjea1xY+l6feFueZsn6RJdpjlkuUkLtEgt6mCfn9I7ek8fnAdO7DxyxoV0olJ6LtAfzXnyExBm2Rk=</latexit>

E[y] = µX + ⌘�X
<latexit sha1_base64="Qp+mAKlJSUKmloAVFHCamFMYrms=">AAAD/HiclVJJaxRBGP0m7RLjkoleBC/RISIIQ40LiiDEDXIRksxMMjA9DNU9NZMivdFVPTA27Q/wD3jwpOhBglcPXr34BzzklmviMYIXD75eRMwymmq66tWr96peLVbgSKUZ2yxNGMeOnzg5eWrq9Jmz56bLM+dXlB+FtmjavuOHLYsr4UhPNLXUjmgFoeCu5YhVa/1ROr46FKGSvtfQo0B0XD7wZF/aXIPqlhumy/Va6MZPkvaocz823agbm5dNZYcy0EWtR46IW0mSXDeF5rGp5MDlY2TdcoVVWVZm94NaASpUlEV/prRAJvXIJ5sickmQRxrYIU4KX5tqxCgA16EYXAgks3FBCU3BG0EloOBg11EP0GsXrId+OqfK3DZWcfCHcM7SHPvK3rNd9oVtsG3289C54myONMsIrZV7RdCdfnGx/uOfLhetprU/rrGZNfXpbpZVInuQMeku7Nw/fPZyt35veS6+yt6wb8j/mm2yz9iBN/xuv1sSy6/G5LGQJT+xx+jnJxwCPS0SPgAToOVQCjAxlL/TK+SSQAnYBm4kyUZTtgdtH6oIbl3wLtiDeAW8l0/z1LP1jprDym6z95+ZrEP4AzLhDdf2vtj9YOVGtXazenvpVmX+YfGaJ+kSXaFryHKH5mmBFqmJc/5EW7RNO8Zz462xYXzIpROlwnOB/irGx1+a5/Ek</latexit>

E[y] = µX + E[⌘]�X
<latexit sha1_base64="Cdsk6DoAyDIdQXI4D6b245WAAQ0=">AAAECHiclVJJaxRBGP0m7RLjkoleBC/RISIIQ40LiiDEDXIRkkwmGZgexuqemkmR3uiqHhib/gP5Ax48KXgQL97Eq4L4BzzkJ4i5JerFg68XUbNMtJquevXqvapXixU4UmnGNkpjxqHDR46OH5s4fuLkqcny1Oll5UehLRq27/hh0+JKONITDS21I5pBKLhrOWLFWruXjq8MRKik7y3pYSDaLu97sidtrkF1yo9Ml+vV0I0fJK1h+3ZsulEnNs+byg5loItaDx0RN5MkufyH2hSat2NTyb7LR1g65QqrsqxM7wa1AlSoKPP+VGmOTOqSTzZF5JIgjzSwQ5wUvhbViFEArk0xuBBIZuOCEpqAN4JKQMHBrqHuo9cqWA/9dE6VuW2s4uAP4ZymGfaJvWRb7CN7xT6zH/vOFWdzpFmGaK3cK4LO5PrZ+vcDXS5aTau/XSMza+rRzSyrRPYgY9Jd2Ll/8PjJVv3W4kx8kT1nX5D/Gdtg77EDb7Btv1gQi09H5LGQJT+x++jnJxwCPSwS3gEToOVQCjAxlL/SK+SSQAnYJdxIko2mbBfaHlQR3LrgXbB78Qp4J5/mqWfr/W8OK7vN7j9msvbh98iEN1zb+WJ3g+Ur1drV6vWFa5XZu8VrHqdzdIEuIcsNmqU5mqcGzvkDbdJX+masG6+NN8bbXDpWKjxn6K9ivPsJ/Xj2dg==</latexit>

y ⇠ P̂(µX ,�X ,✓)
<latexit sha1_base64="Tq/rvWCC3p36ljVdN49VvvByPVc=">AAAEDniclVI5bxNBGP2c5QjhiAMNEk3ACgoSssYBBKIKR5EGyYnjxFI2smbXY3uUvbQztmRG+weo6CioQKJA9HSIgiYFLUV+AqIjSBSk4O2BEDkMzGpn3rx5b+bN4USeVJqxndKEdez4iZOTp6ZOnzl7bro8c35NhYPYFU039MK45XAlPBmIppbaE60oFtx3PLHubD1Ix9eHIlYyDFb1KBKbPu8FsitdrkG1y92RraRv97k2ts913+WeqSfJPHqDtrEv28qNZaSLWo88YVpJklw3sPV8Pk5iO76xdV9onlxrlyusyrIyexDUClChotTDmdIS2dShkFwakE+CAtLAHnFS+DaoRowicJtkwMVAMhsXlNAUvAOoBBQc7BbqHnobBRugn86pMreLVTz8MZyzNMc+sddsl22zN+wz2ztyLpPNkWYZoXVyr4ja008uNr7/1eWj1dT/7RqbWVOX7mRZJbJHGZPuws39w8fPdht3V+bMVfaSfUH+F2yHfcAOguE399WyWHk+Jo+DLPmJPUQ/P+EY6FGR8B6YCC2HUoAxUP5Kr5BLAiVgV3EjSTaash1ou1AN4NYF74M9jFfA+/k0TyNb739zONltdv4xk3MEf0gmvOHa/hd7EKwtVGs3qreWb1YW7xeveZIu0RWaR5bbtEhLVKcmzvkjfaUftGc9td5a76z3uXSiVHgu0B/F2v4JQZn48g==</latexit>

⌘ ⇠ Nh(�0)
<latexit sha1_base64="EY1/1Uqg5vklZAVGMEyLesZYu+c=">AAADx3iclZI9TxRBHMb/x/qCiHJIY0Ih8YLB5jKHEIgVKAUWGuA4IOHIZnZv7m7CvmVn7gJsrrCw8QtYWGliYWj1E9j4BSz4CIYSEhsLnp1dY+RNnc3uPPOb/zP77Ow4kSeVZuyg0GdduXrtev+NgZuDt24PFYfvrKmwE7ui5oZeGG84XAlPBqKmpfbERhQL7jueWHe2n6bz610RKxkGq3o3Els+bwWyKV2ugezivbrQvK6kX/e5brvcS1707PYESMvnNntoF0uszEwbOysquShR3pbC4cIi1alBIbnUIZ8EBaShPeKkcG1ShRhFYFuUgMVQ0swL6tEAvB1UCVRw0G08Wxht5jTAOF1TGbeLt3i4YzjHaJx9Yx/ZEfvK9tl39vPCtRKzRpplF72TeUVkD72+W/3xV5ePXlP7t+vSzJqaNGuySmSPDEm/ws383b03R9XHK+PJA/aeHSL/O3bAvuALgu6x+2FZrLy9JI+DLNmOLWCc7XAM9TxPOA8SoeeoFCAJKn+lV8gloXqgq/gjPTOb0gZqm6jqwK1z7oOexxX0aZ7mqZr3/W8Ox/zNxj9mci7g52TCGa6cPrFnxdpkufKoPL08VZp7kp/mfhql+zSBLDM0R4u0RDXs8yvap0/02XpmhVbX2slK+wq5Z4T+aNbLEyj02Ds=</latexit>

✓ = ;
<latexit sha1_base64="/VjWhBLtJNWANIisl2Iik47AdY4=">AAADvXiclZLLThRBGIX/oVERLwwSExM3xAnG1aQGMBoTA14WbEyAYYCEIZOunn+gQt/SVTNm7MwL+AIuXGHiQnkMNr6ACx7BsITEjQtPV7cxclOr012nTv2n+uvqkrGvtBHioDTkDF+6fGXk6ui16zdujpXHb63qqJt43PAiP0rWpavZVyE3jDI+r8cJu4H0eU3uvMjm13qcaBWFK6Yf82bgboWqozzXwGqVbzdlkDbNNht38LTJQWz6mk2rXBFVYdvkaVErRIWKthiNlxaoSW2KyKMuBcQUkoH2ySWNa4NqJCiGt0kpvARK2XmmAY0i20UVo8KFu4PnFkYbhRtinK2pbdrDW3zcCZKTNCW+ik/iSHwRe+Kb+HHuWqldI2Ppo5d5luPW2Ns79e9/TQXoDW3/Tl3IbKhDjy2rAntsnewrvDzfe/PuqP5keSq9Lz6IQ/DvigOxjy8Ie8fexyVefn8BjwRLvmMvMc53OIF6VRA+gxOjd1HJcFJU/qLX4FJQA7gr+CMDO5u5bdR2UNVF2hR+APcsX0Of9DOeun3f/3JI+zfb/8gkz/HPYMIZrp08safF6nS1NlN9uDRbmX9enOYRukv36AFYHtE8LdAiNbDPKe3SZ9pz5hx2fCfMS4dKRWaC/mjO658HB9S1</latexit>

✓ = �0
<latexit sha1_base64="2pzaQ3wUXzjyBUSp+m1Qu0WGmsY=">AAADvHiclZJNTxNBHMb/ZX1BUCnogcQLocF4aqao0ZBoUDhwMQFKgYSSZmY7LZPuW3amTWDTL+AX8OBFSTiAH8OLX8ADH8F4xIQLB5+dXWPkTZjN7jzzzP+Z/e3siMhT2jB2WBhwbty8dXvwztDw3Xv3R4qjY6s67MaurLmhF8brgmvpqUDWjDKeXI9iyX3hyTXRmUvn13oy1ioMVsx2JDd93g5US7ncwGoUH9aFn9TNljS8/6quVdvnDdYolliZ2TZxVlRyUaK8LYajhQWqU5NCcqlLPkkKyEB7xEnj2qAKMYrgbVICL4ZSdl5Sn4aQ7aJKooLD7eDZxmgjdwOM0zW1Tbt4i4c7RnKCpth3ts+O2Df2hf1gJxeuldg1UpZt9CLLyqgx8n68evzflI/e0Nbf1KXMhlr00rIqsEfWSb/CzfK9nQ9H1ZnlqeQx22U/wf+ZHbKv+IKg98vdW5LLHy/hEWDJdmwe42yHY6h3OeEbOBF6jkoJJ0HlH3oNLgXVh7uCP9K3s6nbRG0LVV2kTe77cM/zNfRpP+Wp2vddl0PYv9m8IpO4wD+HCWe4cvrEnhWr0+XK0/LzpWel2bf5aR6kRzRJT8DygmZpgRaphn3eoU+0TwfOa6fpdBw/Kx0o5JkH9E9zer8BDS/T0A==</latexit>

⌘ ⇠ N (0, 1)
<latexit sha1_base64="UVF2UolebuCE8YXWNivQuZoycLM=">AAADwHiclZLLbtNAGIX/1FxKuTSFTSU2FVFRkVD0m4tArEph0Q2obZq2UlNFY2fSjOobnkmk1goPwAuwYAWCBULwEmx4ARZ9BMSySGxYcDw2QvQGjGXPmTP/GX8ej5cEShvm3cqIc+LkqdOjZ8bOnjt/Ybw6cXFFx/3Ul00/DuJ0zRNaBiqSTaNMINeSVIrQC+Sqt/Ugn18dyFSrOFo224ncCMVmpLrKFwZWuzrZkka0tApboTA9XwTZ4+EMX3evtas1rrNtUweFW4oalW0hnqjMU4s6FJNPfQpJUkQGOiBBGtc6ucSUwNugDF4Kpey8pCGNIdtHlUSFgLuF5yZG66UbYZyvqW3ax1sC3CmSUzTNn/kt7/Enfsdf+MeRa2V2jZxlG71XZGXSHn822fj+11SI3lDvd+pYZkNdumtZFdgT6+Rf4Rf5wc7zvca9pensKr/ir+B/ybv8EV8QDb75bxbl0otjeDywFDv2EONih1OoRyXhfTgJeoFKCSdD5S96DS4FNYS7jD8ytLO520FtF1V9pE3ph3AP8zX0fj/nadj3/S+HZ/9m5x+ZvCP8Q5hwht39J/agWLlRd2/Wby/eqs3Olad5lC7TFZoByx2apXlaoCb2+Sm9pvf0wZlzek7sPClKRypl5hL90Zydn1JM1L8=</latexit>

E[y] = µX
<latexit sha1_base64="L367jsl6/jOV9TRoAnLMK8v6p+E=">AAAD1XiclVK7axRBHP5d1keMj1y0EWyiR8TGYy4qiiDEF6QRklwud3B7HLt7c8mQfTEze3Au24mFjYWFhZWChfgX2JrGf8Aif4JYRrCx8NvZFTEvdZad+eab75v55uHGvlCase3KhHXk6LHjkyemTp46fWa6OnN2TUWJ9HjLi/xIdlxHcV+EvKWF9nknltwJXJ+33c37+Xh7xKUSUbiqxzHvBc56KIbCczSofvWqHTh6Qwbpw6w77t1J7SDpp/ZFW3lSxLqs9djnaSfLsn61xurMlNm9oFGCGpVlKZqpLJJNA4rIo4QC4hSSBvbJIYWvSw1iFIPrUQpOAgkzzimjKXgTqDgUDthN1OvodUs2RD+fUxm3h1V8/BLOWZpjn9k7tsM+sffsC/tx4FypmSPPMkbrFl4e96efnW9+/6srQKtp47fr0MyahnTLZBXIHhsm34VX+EePX+40b6/MpZfZG/YV+V+zbbaFHYSjb97bZb7y6pA8LrIUJ/YA/eKEJdCjMuFdMDFaB0oOJoXyV3qFXAIoA7uKG8nMaM4OoB1ClcCtSz4Aux+vgHfzeZ6mWe9/c7jmNgf/mMk9gN8nE95wY/eL3QvW5uuNa/Uby9drC/fK1zxJF+gSXUGWm7RAi7RELZzzC/pAH2nLaluZ9cR6WkgnKqXnHP1RrOc/AW+9350=</latexit>

⌘ ⇠ Nisp(µ0,�0)
<latexit sha1_base64="94K7FkUMw4MDVLZioxTYcU2QK2Y=">AAAD0XiclVI5b9RAGP025gjhyAYaJJqIVVAiodUsh0BU4SjSgJJsNokUR9bYO7sZxZc845UWyxKihIKSggokCkRNCwUNf4AiPwGlTCQaCp7HRohcwFj2vHnfezPPM+PGvlSasa3aiHXs+ImTo6fGTp85e268PnF+WUVp4omOF/lRsupyJXwZio6W2hercSJ44Ppixd28X9RXBiJRMgqX9DAW6wHvh7InPa5BOfUZW2huKxnYAdcbHvezR7mTSRXn03aQOuwqav2AO2zGqTdYk5k2uR+0KtCgqs1HE7U5sqlLEXmUUkCCQtLAPnFSeNaoRYxicOuUgUuApKkLymkM3hQqAQUHu4lvH6O1ig0xLuZUxu1hFR9vAuckTbGv7B3bYV/Ye/aN/Th0rszMUWQZondLr4id8WcX29//6grQa9r47Toys6Ye3TZZJbLHhin+wiv9g8cvd9p3FqeyK+wN20b+12yLfcYfhINd7+2CWHx1RB4XWcode4BxucMJ0MMq4V0wMXoOpQCTQfkrvUIuCZSDXcKJ5KZasF1oe1ClcOuKD8AexCvgvXyRp23W+98crjnN7j9mcg/hD8iEO9zae2P3g+Vrzdb15s2FG43Ze9VtHqVLdJmmkeUWzdIczVMH+/yCPtBH+mS1raH1xHpaSkdqlecC/dGs5z8BvdLcdA==</latexit>

p(⌘) =
1p
2⇡�0

exp(⌘)

exp(⌘)� 1
exp

⇢
� 1

2�2
0

(log[exp(⌘)� 1]� µ0)
2

�

<latexit sha1_base64="c5Jz4i+1gI6U844G5hMBX8z0PQs=">AAAEQXiclVLLbtNAFL2ueRTzaAobJDYRUVC7SBgbKhASUnksukFqm6atlEmtsTNxR/Wr9iSiWP4BfgAhViCxQHxGN/wAi35CxQZRJBYgwfWjUPqEsew599x77hzPjBW6IpaEbCkj6qnTZ86OntPOX7h4aawyfnkxDgaRzdt24AbRssVi7gqft6WQLl8OI848y+VL1tqjLL805FEsAn9BboS86zHHF31hM4mUWXlJPSZXpUzCdIJyySar96sa7UfMTvQ0ofF6JBODhiKlsXA8ZpK0SFL+NCwE6R7c0FMti6glHMelidb43crYbbBi4Epu4HT2yroN6g1MMrliaLk2oqlZqZEmyUf1INBLUINyzAbjygxQ6EEANgzAAw4+SMQuMIjx6YAOBELkupAgFyESeZ5DChpqB1jFsYIhu4ZfB6NOyfoYZz3jXG3jKi6+ESqrUCcfyTuyQz6Q92Sb/DiyV5L3yLxs4GwVWh6aY8+vtr6dqPJwlrD6R3WsZwl9uJt7Feg9zJnsL+xCP3z2Yqd1b76e3CBvyCf0/5pskU38A3/41X47x+dfHePHQi/Fjj3GuNjhCNGT0uEDZEKcGVZyZBKs3HUfoy+BKEV2AU8kzbMZ28PaPlYNUC1L3kP2MD5GvJ/P/LTy9f7Xh5WfZu8fPVlH8Id4wjus77+xB8Gi0dRvNafmbtemH5a3eRSuwXWYQC93YBpmYBbauM8/lbrSVG6qm+q2+ln9UpSOKKXmCvw11O+/AO8jBWw=</latexit>

E[y] ⇡ µX + softplus(µ0)�X
<latexit sha1_base64="YoxuafnfKtD3vvRVsDK8guriA9w=">AAAEFniclVJJaxRBGP06HTXGJRO9CF6iQyQiDDUuKJ7iBrkISSaTDEwPQ3dPzaRIL0VX9eDY9B/wDyh4UvAg/gcvInr0oIf8BPEYQRAPvl5EzDJqNV316tV7Va8WR3pCaca2jQlz8tDhI1NHp48dP3FypjJ7al2FceTypht6YdRybMU9EfCmFtrjLRlx23c8vuFs3cnGN4Y8UiIM1vRI8o5vDwLRF66tQXUrgeXbejPyk3tpe9SxbCmj8EFi+XE3sc5Zyo2E1GWtRx5PWmmaXso9Wicq7GvpxSpdyAzsYmIpMfDtMdZupcpqLC9ze0G9BFUqy3I4ayyRRT0KyaWYfOIUkAb2yCaFr011YiTBdSgBFwGJfJxTStPwxlBxKGywW6gH6LVLNkA/m1PlbherePgjOOdonn1iL9kOe89esc/sx4FzJfkcWZYRWqfwctmdeXSm8e2vLh+tps3frrGZNfXpRp5VILvMmWwXbuEfPny807i5Op9cYM/ZF+R/xrbZG+wgGH51X6zw1adj8jjIUpzYXfSLE46A7pcJb4GRaG0oOZgEyl/pFXIJoBTsGm4kzUcztgdtH6oYbl3yPtj9eAW8m8/yNPL1/jeHk99m7x8zOQfw+2TCG67vfrF7wfrlWv1K7drK1eri7fI1T9FZOk8LyHKdFmmJlqmJc/5I3w3TmDSfmK/Nt+a7QjphlJ7T9EcxP/wEIHT60Q==</latexit>

✓ = [µ0,�0]
<latexit sha1_base64="jejN6S56NTf7FxCxoZDIBOWtHEI=">AAADxniclZJNa9RAHMb/2/hS60u3ehEEWVwqHmSZrUqLINSXw16EttttC5slTLKz26F5IzNZqWHBgye/gAdPCh7Uo34DL34BD/0I4rGCFw8+mUTEvqkTknnmmf8z+WUybuxLpRnbqUxYx46fODl5aur0mbPnpqsz59dUlCae6HiRHyUbLlfCl6HoaKl9sREnggeuL9bdrfv5/PpIJEpG4arejkUv4MNQDqTHNSynetl2g8zWm0Lzce1OrWsHqcOu20oOA+6wnlOtswYzrbZfNEtRp7ItRTOVFtnUp4g8SikgQSFpaJ84KVxdahKjGF6PMngJlDTzgsY0hWyKKoEKDncLzyFG3dINMc7XVCbt4S0+7gTJGs2yz+wN22Wf2Dv2hf04dK3MrJGzbKN3i6yInelnF9vf/5oK0Gva/J06klnTgBYMqwR7bJz8K7wiP3r8fLd9e2U2u8pesa/gf8l22Ed8QTj65r1eFisvjuBxwVLs2AOMix1OoB6WhHfhxOg5KgWcDJW/6BW4JNQY7ir+yNjM5m4ftQNUpUjr0g/gHuQr6L1+ztM27/tfDtf8zf4/MrmH+Acw4Qw3957Y/WJtrtG80bi1fLO+eK88zZN0ia7QNbDM0yK1aIk62Oen9Jbe0werZYVWaj0qSicqZeYC/dGsJz8Bf2fXJQ==</latexit>

p(⌘) =
1p
2⇡�0

exp

✓
� ⌘2

2�2
0

◆

<latexit sha1_base64="+B8sk53bcM4hHDJE+gO2TmWHk80=">AAAECHiclVI5bxNBGP2c5QjmiAMNEo2FFeQUWGMDAiEhhaNIg5TEcRIpG8zserwZZS92xhZhtX8gf4CCCiQKREOHaEFC/AGK/AQEXTgaCt4eCJETZrU773vz3szbmbFCVyrN2GZpxDh0+MjR0WPl4ydOnhqrjJ9eUMEgskXHDtwgWrK4Eq70RUdL7YqlMBLcs1yxaK3dTscXhyJSMvDn9XooVjzu+LIvba5BdSv3TY/rVa3jMKmbQvPJ6o2q2Y+4HTeT2FQPIh23zFAmppKOx7ssMcXDsGxa0nHcevliLk2N91oJlIUKRa6JJruVGmuwrFV3gmYBalS0mWC8NE0m9SggmwbkkSCfNLBLnBSeZWoSoxDcCsXgIiCZjQtKqAzvACoBBQe7hq+DarlgfdTpnCpz21jFxRvBWaUJ9pG9YFvsA3vJPrGfe84VZ3OkWdbRW7lXhN2xjbPtHwe6PPSaVv+49s2sqU/XsqwS2cOMSf/Czv3DR4+32tfnJuIL7Bn7jPxP2SZ7hz/wh1/t57Ni7sk+eSxkyXfsDup8hyOgu0XCm2BC9BxKASaG8nd6hVwSKAE7jxNJstGU7UHbh2oAty54D+xuvALezqd52tl6/5vDyk6z94+ZrD34XTLhDje339idYKHVaF5qXJm9XJu6VdzmUTpH56mOLFdpiqZphjrY5/f0hb7Rd2PDeGW8Nt7k0pFS4TlDfzXj7S9YqvIn</latexit>

Just reproduce input   .

Impose non-negativity toward max-pool.

Enhance flexibility.

✏ ⇠ N (0, 1)
<latexit sha1_base64="qXYdN3mP88nPfZA7KUektixPnqM=">AAADxXiclZLLahRBGIX/SXuJ8ZKJbgJBGBwSIshQHRXFVS6C2ShJJpMEMmGo7qlJilRf6KoZiM3gIjtfwIUrBRfBnT6CG1/ARR5BXEZw48LT1R3E3NRquuvUqf9Uf11dXqykNoztlwacc+cvXBy8NHT5ytVrw+WR6ys66ia+aPiRipI1j2uhZCgaRhol1uJE8MBTYtXbnsvmV3si0TIKl81OLDYCvhnKjvS5gdUq32yKWEsVhU0tg0oz4GbL5yp91p9kd9zbrXKV1ZhtlePCLUSVirYQjZTmqUltisinLgUkKCQDrYiTxrVOLjGK4W1QCi+BknZeUJ+GkO2iSqCCw93GcxOj9cINMc7W1Dbt4y0Kd4JkhcbZF7bHDthn9p59ZT9PXSu1a2QsO+i9PCvi1vDL0fqPv6YC9Ia2fqfOZDbUoYeWVYI9tk72FX6e7z1/dVB/tDSeTrC37Bv437B99glfEPa+++8WxdLrM3g8sOQ79hjjfIcTqKcF4QycGD1HpYCTovKQXoNLQvXhLuOP9O1s5rZR20FVF2lT+AHck3wNfdTPeOr2ff/L4dm/2f5HJu8U/wQmnGH36Ik9Llamau7d2v3Fe9Xp2eI0D9IY3aJJsDygaZqnBWpgn3dpjz7QR+eJEzjG6eWlA6Uic4P+aM6LX2Yi1tE=</latexit>

Table 3: Performance comparison on various CNNs.

Cifar100 [13]
(a) 13-layer Net (Table 2a)
Method Error (%)

skip 24.83±0.15

avg 24.78±0.18

max 24.74±0.08

Stochastic [33] 24.52±0.18

Mixed [15] 24.33±0.23

DPP [22] 24.59±0.15

Gated [15] 24.42±0.45

GFGP [1] 24.41±0.22

Half-Gauss 23.48±0.22

iSP-Gauss 23.52±0.37

(b) MobileNet [8]
Method Top-1 Top-5

skip 29.84 10.35
avg 28.94 10.00
max 29.23 10.02

Stochastic 30.26 10.64
Mixed 29.49 10.14

DPP 28.92 9.92
Gated 28.62 9.86
GFGP 27.68 9.27

Half-Gauss 27.96 9.38
iSP-Gauss 27.33 9.00

ImageNet [5]
(c) ResNet-50 [7]

Method Top-1 Top-5

skip 23.53 7.00
avg 22.61 6.52
max 22.99 6.71

stochastic 25.47 7.87
Mixed 22.81 6.53

DPP 22.52 6.63
Gated 22.27 6.33
GFGP 21.79 5.95

Half-Gauss 21.66 5.88
iSP-Gauss 21.37 5.68

(d) ResNeXt-50 [30]
Method Top-1 Top-5

skip 22.69 6.65
avg 22.14 6.35
max 22.20 6.24

stochastic 25.02 7.73
Mixed 21.83 6.09

DPP 21.84 5.98
Gated 21.63 5.99
GFGP 21.35 5.74

Half-Gauss 20.89 5.72
iSP-Gauss 20.66 5.60

pooling methods [33, 15], we apply the deterministic pooling methods including the simple average-
and max-pooling as well as the sophisticated ones [1, 15, 22] which are trainable in the end-to-end
learning. As to CNNs, besides the simple 13-layer network (Table 2a) on the Cifar100 dataset, we
train the deeper CNNs of MobileNet [8], ResNet-50 [7] and ResNeXt-50 [30] on the ImageNet
dataset [5]; for ResNet-based models, we apply the batch size of 256 to SGD with momentum of
0.9, weight decay of 0.0001 and the learning rate which starts from 0.1 and is divided by 10 every 30
epochs throughout 100 training epochs, while we apply the similar procedure to train the MobileNet
over 120 training epochs with the data augmentation of slightly less variation as suggested in [8].
Those deep CNNs contain five local pooling layers in total, including skip one implemented by strided
convolution, and they are replaced by the other local pooling methods as in [1]. The performance is
measured by top-1 and top-5 error rates via single crop testing [14] on the validation set.

The performance comparison in Table 3 shows that the proposed methods favorably improve perfor-
mance, being superior both to the stochastic pooling methods and to the sophisticated deterministic
methods. Thus, we can say that it is effective to fuse the effective deterministic approach via
GFGP [1] and the stochastic scheme through the probabilistic model on the local pooling. While
the half-Gaussian and iSP-Gaussian models are comparable in the smaller-scale case (Table 3a), the
iSP-Gaussian pooling produces superior performance on the larger-scale cases (Table 3b-d). The
iSP-Gaussian model that renders appropriate stochasticity through flexibly controlling �0 in Eq. 13
contributes effectively to improving performance of various CNNs.

3.3 Qualitative analysis

Finally, we show how the pooling parameters of the iSP-Gaussian model are estimated by GFGP. The
model contains two parameters of µc

0 and �
c

0 at each channel c which are estimated for each input
image sample. Fig. 2 visualizes as 2-D histograms the distributions of the parameter pairs {µ0,�0}
estimated on training samples. At the beginning of the training, the parameters are estimated less
informatively, being distributed broadly especially in �0. As the training proceeds, the probabilistic
model in the pooling is optimized, and the parameter �0 that controls the stochasticity in training is
adaptively tuned at respective layers; we can find some modes in the first two layers of ResNet-50
while in the third and fourth layers �0 slightly exhibits negative correlation with µ0, suppressing
stochasticity on the significant output of high µ0. By flexibly tuning the model parameters throughout
the training, the proposed iSP-Gaussian pooling effectively contributes to improving performance on
various CNNs.

4 Conclusion

In this paper, we have proposed a novel pooling method based on the Gaussian-based probabilistic
model over the local neuron activations. In contrast to the previous pooling model based on the convex
hull of local samples (activations), the proposed method is formulated by means of the probabilistic
model suitable for pooling functionality in CNNs; we propose the inverse softplus-Gaussian model for

8

Table 2: Performance results by 13-layer network (a) on Cifar100 dataset [13].

(a) 13-layer network
input 32 ⇥ 32 RGB image

conv 1a 96 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 1b 96 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 1c 96 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
pool1 Pooling, 2 ⇥ 2, pad = 0

conv 2a 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 2b 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 2c 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
pool2 Pooling, 2 ⇥ 2, pad = 0

conv 3a 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 3b 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 3c 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU

GAP Global average-pooling (GAP), 8 ⇥ 8 ! 1 ⇥ 1
dense Fully connected, 192 ! 100

output Softmax

(b) Probabilistic model
Method Error (%)

Gaussian 24.51±0.36

Half-Gauss (fixed) 24.25±0.25

Half-Gauss 23.48±0.22

iSP-Gauss 23.52±0.37

Average 24.78±0.18

iSP-Gauss (�0=0) 24.12±0.17

(c) Parametric model
Method Error (%)

NiN [17] 24.49±0.13

ResNiN [7, 17] 24.33±0.16

SE [9] 23.99±0.07

iSP-Gauss 23.52±0.37

(d) Stochastic method
Method Error (%)

Stochastic [33] 24.52±0.18

Mixed [15] 24.33±0.23

Half-Gauss 23.48±0.22

iSP-Gauss 23.52±0.37

S3 [34] + Stochastic [33] 24.01±0.20

S3 [34] + Mixed [15] 23.31±0.12

S3 [34] + Half-Gauss 23.12±0.17

S3 [34] + iSP-Gauss 22.98±0.02

(e) Global pooling
Method Error (%)

GAP 24.78±0.18

GAP + DropOut [16] 24.58±0.27

Half-Gauss 24.54±0.14

iSP-Gauss 23.83±0.18

(f) Stochasticity
Method Full (✏cq) Partial (✏c)

Half-Gauss 23.48±0.22 23.60±0.07

iSP-Gauss 23.52±0.37 23.68±0.06

the S3 pooling [34] favorably improve performance. The half-Gaussian model, however, enjoys the
smaller amount of improvement, compared to the iSP-Gaussian model. The half-Gaussian model
provides higher stochasticity by nature due to the large variance (Fig. 1c), which might make the
additional stochasticity by S3 less effective.
Global pooling While in this paper we focus on the operation of local pooling in CNNs, it is
possible to apply the proposed method to globally aggregate features after the last convolution layer
as the global average pooling (GAP) does. To evaluate the feasibility to global pooling, we replace
the GAP with the proposed pooling methods in the 13-layer network (Table 2a) which is equipped
with local average pooling. For comparison in terms of stochasticity, we also apply DropOut [24] to
GAP; as suggested in [16], the DropOut layer with the dropping ratio 0.2 is embedded just after the
GAP so as to achieve performance improvement for the batch-normalized CNNs. The performance
comparison is shown in Table 2e, and we can see that the iSP-Gaussian pooling effectively works
in the global pooling. On the other hand, the half-Gaussian model is less effective, maybe due to
its higher stochasticity as pointed out above; the global pooling would require small amount of
stochasticity as implied by the result that the DropOut with the ratio 0.2 works [16]. And, we can
note that the DropOut operating on the last layer [16] is compatible with the local pooling methods.
Stochasticity Full stochastic training is realized by performing stochastic sampling at each output
neuron Y

c

q individually, i.e., by drawing the random number ✏cq for each {q, c} (Table 1). Such a full
stochastic approach, however, requires considerable amount of memory and computation cost for ✏cq
especially on the larger-sized input images, as mentioned in Section 2.4. To increase computation
efficiency in training, we can apply partially stochastic training only along the channels c; that is, all
the neurons {Y c

q }q on the c-th channel map share the identical ✏c which is sampled from a normal
distribution in a channel-wise manner. It is noteworthy that even in this partially stochastic scheme
the output Y c

q is differently distributed based on µ
c

X,q and �
c

X,q computed at each q. These two types
of stochastic schemes are compared in Table 2f. The partially stochastic approach produces favorable
performance, though slightly degrading performance. Thus, we apply this computationally efficient
stochastic approach to the larger CNN models on ImageNet dataset in Section 3.2.

3.2 Comparison to the other pooling methods

Next, the proposed pooling methods of the half-Gaussian and iSP-Gaussian models are compared
to the other local pooling methods on various CNNs. For comparison, in addition to the stochastic

7

Table 2: Performance results by 13-layer network (a) on Cifar100 dataset [13].

(a) 13-layer network
input 32 ⇥ 32 RGB image

conv 1a 96 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 1b 96 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 1c 96 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
pool1 Pooling, 2 ⇥ 2, pad = 0

conv 2a 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 2b 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 2c 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
pool2 Pooling, 2 ⇥ 2, pad = 0

conv 3a 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 3b 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU
conv 3c 192 filters, 3 ⇥ 3, pad = 1, BatchNorm, ReLU

GAP Global average-pooling (GAP), 8 ⇥ 8 ! 1 ⇥ 1
dense Fully connected, 192 ! 100

output Softmax

(b) Probabilistic model
Method Error (%)

Gaussian 24.51±0.36

Half-Gauss (fixed) 24.25±0.25

Half-Gauss 23.48±0.22

iSP-Gauss 23.52±0.37

Average 24.78±0.18

iSP-Gauss (�0=0) 24.12±0.17

(c) Parametric model
Method Error (%)

NiN [17] 24.49±0.13

ResNiN [7, 17] 24.33±0.16

SE [9] 23.99±0.07

iSP-Gauss 23.52±0.37

(d) Stochastic method
Method Error (%)

Stochastic [33] 24.52±0.18

Mixed [15] 24.33±0.23

Half-Gauss 23.48±0.22

iSP-Gauss 23.52±0.37

S3 [34] + Stochastic [33] 24.01±0.20

S3 [34] + Mixed [15] 23.31±0.12

S3 [34] + Half-Gauss 23.12±0.17

S3 [34] + iSP-Gauss 22.98±0.02

(e) Global pooling
Method Error (%)

GAP 24.78±0.18

GAP + DropOut [16] 24.58±0.27

Half-Gauss 24.54±0.14

iSP-Gauss 23.83±0.18

(f) Stochasticity
Method Full (✏cq) Partial (✏c)

Half-Gauss 23.48±0.22 23.60±0.07

iSP-Gauss 23.52±0.37 23.68±0.06
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GAP + DropOut [16] 24.58±0.27
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(f) Stochasticity
Method Full (✏cq) Partial (✏c)

Half-Gauss 23.48±0.22 23.60±0.07

iSP-Gauss 23.52±0.37 23.68±0.06

the S3 pooling [34] favorably improve performance. The half-Gaussian model, however, enjoys the
smaller amount of improvement, compared to the iSP-Gaussian model. The half-Gaussian model
provides higher stochasticity by nature due to the large variance (Fig. 1c), which might make the
additional stochasticity by S3 less effective.
Global pooling While in this paper we focus on the operation of local pooling in CNNs, it is
possible to apply the proposed method to globally aggregate features after the last convolution layer
as the global average pooling (GAP) does. To evaluate the feasibility to global pooling, we replace
the GAP with the proposed pooling methods in the 13-layer network (Table 2a) which is equipped
with local average pooling. For comparison in terms of stochasticity, we also apply DropOut [24] to
GAP; as suggested in [16], the DropOut layer with the dropping ratio 0.2 is embedded just after the
GAP so as to achieve performance improvement for the batch-normalized CNNs. The performance
comparison is shown in Table 2e, and we can see that the iSP-Gaussian pooling effectively works
in the global pooling. On the other hand, the half-Gaussian model is less effective, maybe due to
its higher stochasticity as pointed out above; the global pooling would require small amount of
stochasticity as implied by the result that the DropOut with the ratio 0.2 works [16]. And, we can
note that the DropOut operating on the last layer [16] is compatible with the local pooling methods.
Stochasticity Full stochastic training is realized by performing stochastic sampling at each output
neuron Y

c

q individually, i.e., by drawing the random number ✏cq for each {q, c} (Table 1). Such a full
stochastic approach, however, requires considerable amount of memory and computation cost for ✏cq
especially on the larger-sized input images, as mentioned in Section 2.4. To increase computation
efficiency in training, we can apply partially stochastic training only along the channels c; that is, all
the neurons {Y c

q }q on the c-th channel map share the identical ✏c which is sampled from a normal
distribution in a channel-wise manner. It is noteworthy that even in this partially stochastic scheme
the output Y c

q is differently distributed based on µ
c

X,q and �
c

X,q computed at each q. These two types
of stochastic schemes are compared in Table 2f. The partially stochastic approach produces favorable
performance, though slightly degrading performance. Thus, we apply this computationally efficient
stochastic approach to the larger CNN models on ImageNet dataset in Section 3.2.

3.2 Comparison to the other pooling methods

Next, the proposed pooling methods of the half-Gaussian and iSP-Gaussian models are compared
to the other local pooling methods on various CNNs. For comparison, in addition to the stochastic
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in the global pooling. On the other hand, the half-Gaussian model is less effective, maybe due to
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stochasticity as implied by the result that the DropOut with the ratio 0.2 works [16]. And, we can
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stochastic approach, however, requires considerable amount of memory and computation cost for ✏cq
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q }q on the c-th channel map share the identical ✏c which is sampled from a normal
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Figure 2: Distribution of the estimated parameters µ0 and �0 in the iSP-Gaussian model. To construct
the 2-D histograms of which frequencies are depicted by pseudo colors, all the training samples of
Cifar100 dataset are fed into the 13-layer Net, while in the ResNet-50 we randomly draw 200,000
training samples from ImageNet. This figure is best viewed in color.

that purpose. The local neuron activations are aggregated into the local statistics of mean and standard
deviation of the Gaussian model which are then fed into the probabilistic model for performing
local pooling stochastically. For controlling the pooling form as well as the stochastic training, the
model contains variable parameters to be adaptively estimated by the GFGP method [1]. Thus the
proposed method naturally unifies the two schemes of stochastic pooling and trainable pooling. In
the experiments on image classification, the proposed method is applied to various CNNs, producing
favorable performance in comparison with the other pooling methods.

Appendix: Derivation of Inverse softplus-Gaussian Distribution Nisp

The probability distribution Nisp(x;µ0,�0) in Eq. 10 is derived through the following variable
transformation. Suppose y is a random variable whose probability density function is Gaussian,

q(y) =
1p
2⇡�0

exp

⇢
� 1

2�2
0

(y � µ0)
2

�
. (18)

The target random variable x is obtained via softplus transformation by

x = softplus(y) , y = softplus�1(x) = log[exp(x)� 1]. (19)

Then, we apply the relationship of

q(y)dy = p(x)dx,
dy

dx
=

exp(x)

exp(x)� 1
(20)

to provide p(x) = Nisp(x;µ0,�0) in Eq. 10.
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GAP; as suggested in [16], the DropOut layer with the dropping ratio 0.2 is embedded just after the
GAP so as to achieve performance improvement for the batch-normalized CNNs. The performance
comparison is shown in Table 2e, and we can see that the iSP-Gaussian pooling effectively works
in the global pooling. On the other hand, the half-Gaussian model is less effective, maybe due to
its higher stochasticity as pointed out above; the global pooling would require small amount of
stochasticity as implied by the result that the DropOut with the ratio 0.2 works [16]. And, we can
note that the DropOut operating on the last layer [16] is compatible with the local pooling methods.
Stochasticity Full stochastic training is realized by performing stochastic sampling at each output
neuron Y

c

q individually, i.e., by drawing the random number ✏cq for each {q, c} (Table 1). Such a full
stochastic approach, however, requires considerable amount of memory and computation cost for ✏cq
especially on the larger-sized input images, as mentioned in Section 2.4. To increase computation
efficiency in training, we can apply partially stochastic training only along the channels c; that is, all
the neurons {Y c

q }q on the c-th channel map share the identical ✏c which is sampled from a normal
distribution in a channel-wise manner. It is noteworthy that even in this partially stochastic scheme
the output Y c

q is differently distributed based on µ
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X,q and �
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X,q computed at each q. These two types
of stochastic schemes are compared in Table 2f. The partially stochastic approach produces favorable
performance, though slightly degrading performance. Thus, we apply this computationally efficient
stochastic approach to the larger CNN models on ImageNet dataset in Section 3.2.
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Next, the proposed pooling methods of the half-Gaussian and iSP-Gaussian models are compared
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Figure 1: Local pooling operation in CNN. The pooling downsizes an input feature map through
locally aggregating activations (a). The previous pooling methods aggregate input neuron activations
X with convex weights w, thus restricting the output Y to the convex hull of X (b). On the other
hand, the proposed Gaussian-based pooling outputs Y according to the half-Gaussian distribution
(c) or inverse softplus (iSP)-Gaussian (d) which utilize the two statistics of mean µX and standard
deviation �X of the input local activations X .

stochastically outputs Y c

q = X
c

p according to the probability w
c

p in the training. As to the stochastic
scheme in local pooling, S3 pooling [34] embeds randomness into the selection of the receptive field
Rq for the output Y c

q .

2.2 Half-Gaussian pooling

The form of convex combination in Eq. 1 is effective for image downscaling while keeping image
quality, but is not necessarily a crucial factor for pooling to downsize feature maps in CNNs; for
better recognition by CNNs, we can freely produce Y

c

q beyond the convex hull of inputs {Xc

p}p2Rq .
Thus, we formulate Gaussian-based Pooling to describe the output by means of probabilistic models
beyond the sample-wise representation in Eq. 1. We hereafter omit the superscript c (channel) and
subscript q (output position) for simplicity; Table 1 summarizes the detailed forms of the methods.

First, the local neuron activations {Xp}p2R are modeled by a Gaussian distribution with the mean
µX and standard deviation �X ;

X̃ ⇠ N (µX ,�X) , X̃ = µX + ✏�X , (2)

where µX =
1

|R|
X

p2R
Xp, �

2
X =

1

|R|
X

p2R
(Xp � µX)

2
, ✏ ⇠ N (0, 1), ✏ 2 (�1,+1). (3)

This, however, provides just a model to probabilistically reproduce the local neuron activations.
We thus modify the Gaussian model in Eq. 2 into the ones suitable for local pooling in CNNs. As
empirically shown in [1] and suggested in [15, 22, 32], the pooling whose functionality is biased
toward min below average is less effective in providing discriminative feature representation since it
suppresses neuron activations, degrading performance. Based on the knowledge about local pooling,
we can modify Eq. 2 into, by prohibiting the output from falling below the mean µX ,

Y = µX + |✏|�X , ✏ ⇠ N (0, 1) , Y = µX + ⌘�X , ⌘ ⇠ Nh(1), ⌘ 2 [0,+1), (4)
where the half-Gaussian distribution Nh(�0) [19] (Fig. 1c) with �0 = 1 is naturally introduced as a
prior probabilistic model; note that E[⌘] = �0

p
2p
⇡

and Var[⌘] = �
2
0(1� 2

⇡
) for ⌘ ⇠ Nh(�0). Thereby,

the fixed half-Gaussian pooling is formulated in Eq. 4 to stochastically produce Y without using any
pooling parameter, and at an inference phase the pooling works in a deterministic way by utilizing
the mean of Nh(1) as Y = µX +

p
2p
⇡
�X .

Parametric pooling We then extend the fixed half-Gaussian pooling in Eq. 4 by introducing a
variable parameter �0, the standard deviation of the half-Gaussian, to flexibly describe the output;

Y = µX + ⌘�X , where ⌘ ⇠ Nh(�0), ⌘ 2 [0,+1), �0 = softplus � f(X ) (5)
, Y = µX + |✏|�0�X , where ✏ ⇠ N (0, 1), ✏ 2 (�1,+1), �0 = softplus � f(X ), (6)

where the parameter �0 is estimated from the input feature map X by the GFGP method [1];

�0 = softplus � f(X ) = softplus(b+ v>ReLU(a+U>GAP(X ))), (7)
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Table 3: Performance comparison on various CNNs.

Cifar100 [13]
(a) 13-layer Net (Table 2a)
Method Error (%)

skip 24.83±0.15

avg 24.78±0.18

max 24.74±0.08

Stochastic [33] 24.52±0.18

Mixed [15] 24.33±0.23

DPP [22] 24.59±0.15

Gated [15] 24.42±0.45

GFGP [1] 24.41±0.22

Half-Gauss 23.48±0.22

iSP-Gauss 23.52±0.37

(b) MobileNet [8]
Method Top-1 Top-5

skip 29.84 10.35
avg 28.94 10.00
max 29.23 10.02

Stochastic 30.26 10.64
Mixed 29.49 10.14

DPP 28.92 9.92
Gated 28.62 9.86
GFGP 27.68 9.27

Half-Gauss 27.96 9.38
iSP-Gauss 27.33 9.00

ImageNet [5]
(c) ResNet-50 [7]

Method Top-1 Top-5

skip 23.53 7.00
avg 22.61 6.52
max 22.99 6.71

stochastic 25.47 7.87
Mixed 22.81 6.53

DPP 22.52 6.63
Gated 22.27 6.33
GFGP 21.79 5.95

Half-Gauss 21.66 5.88
iSP-Gauss 21.37 5.68

(d) ResNeXt-50 [30]
Method Top-1 Top-5

skip 22.69 6.65
avg 22.14 6.35
max 22.20 6.24

stochastic 25.02 7.73
Mixed 21.83 6.09

DPP 21.84 5.98
Gated 21.63 5.99
GFGP 21.35 5.74

Half-Gauss 20.89 5.72
iSP-Gauss 20.66 5.60

pooling methods [33, 15], we apply the deterministic pooling methods including the simple average-
and max-pooling as well as the sophisticated ones [1, 15, 22] which are trainable in the end-to-end
learning. As to CNNs, besides the simple 13-layer network (Table 2a) on the Cifar100 dataset, we
train the deeper CNNs of MobileNet [8], ResNet-50 [7] and ResNeXt-50 [30] on the ImageNet
dataset [5]; for ResNet-based models, we apply the batch size of 256 to SGD with momentum of
0.9, weight decay of 0.0001 and the learning rate which starts from 0.1 and is divided by 10 every 30
epochs throughout 100 training epochs, while we apply the similar procedure to train the MobileNet
over 120 training epochs with the data augmentation of slightly less variation as suggested in [8].
Those deep CNNs contain five local pooling layers in total, including skip one implemented by strided
convolution, and they are replaced by the other local pooling methods as in [1]. The performance is
measured by top-1 and top-5 error rates via single crop testing [14] on the validation set.

The performance comparison in Table 3 shows that the proposed methods favorably improve perfor-
mance, being superior both to the stochastic pooling methods and to the sophisticated deterministic
methods. Thus, we can say that it is effective to fuse the effective deterministic approach via
GFGP [1] and the stochastic scheme through the probabilistic model on the local pooling. While
the half-Gaussian and iSP-Gaussian models are comparable in the smaller-scale case (Table 3a), the
iSP-Gaussian pooling produces superior performance on the larger-scale cases (Table 3b-d). The
iSP-Gaussian model that renders appropriate stochasticity through flexibly controlling �0 in Eq. 13
contributes effectively to improving performance of various CNNs.

3.3 Qualitative analysis

Finally, we show how the pooling parameters of the iSP-Gaussian model are estimated by GFGP. The
model contains two parameters of µc

0 and �
c

0 at each channel c which are estimated for each input
image sample. Fig. 2 visualizes as 2-D histograms the distributions of the parameter pairs {µ0,�0}
estimated on training samples. At the beginning of the training, the parameters are estimated less
informatively, being distributed broadly especially in �0. As the training proceeds, the probabilistic
model in the pooling is optimized, and the parameter �0 that controls the stochasticity in training is
adaptively tuned at respective layers; we can find some modes in the first two layers of ResNet-50
while in the third and fourth layers �0 slightly exhibits negative correlation with µ0, suppressing
stochasticity on the significant output of high µ0. By flexibly tuning the model parameters throughout
the training, the proposed iSP-Gaussian pooling effectively contributes to improving performance on
various CNNs.

4 Conclusion

In this paper, we have proposed a novel pooling method based on the Gaussian-based probabilistic
model over the local neuron activations. In contrast to the previous pooling model based on the convex
hull of local samples (activations), the proposed method is formulated by means of the probabilistic
model suitable for pooling functionality in CNNs; we propose the inverse softplus-Gaussian model for
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