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Abstract

In this paper, we propose a statistical scheme for recog-
nizing three-dimensional textures shown in motion images,
which we call dynamic textures. The texture characteris-
tics emerges in the distinct movement in the motion images,
and the dynamic cues would be useful especially for rec-
ognizing ambiguous texture patterns in noisy images. We
apply cubic higher-order auto-correlation (CHLAC) to ex-
tract features both of the textures and their movements, and
then simply multiple regression analysis (MRA) to evalu-
ate (recognize) the texture. In the experiment for estimat-
ing quality of beef meat by using ultrasound motion images,
the proposed method exhibits the favorable performances
which are close to ground truth given by the experts.

1. Introduction

Texture classification has been an important research
topic in image processing and it provides important cues
for many applications, such as object recognition and image
retrieval. Many researchers have proposed successful meth-
ods [1] to classify the textures in a still image, we call static
texture. On the other hand, the dynamic textures that appear
in motion images have rarely been dealt with. The dynamic
cues in such textures are useful to recognize them especially
when the texture patterns can not be obviously recognized
in an static image due to noises, such as in ultrasound im-
ages. In fact, humans can perceive the distinct patterns by
the movement, as stated by psychologists [2]. In addition,
the traditional approaches to extract texture features, e.g.,
derivative filter responses [1], gray-level cooccurrence ma-
trix [4] and wavelets [5], are not so applicable to the noisy
images.

In this paper, we propose a statistical scheme for recog-
nizing the dynamic textures in motion images. For extract-
ing features of the texture patterns, we employ the method
of cubic higher-order auto-correlation (CHLAC) [8] which
has been mainly applied to motion recognition. CHLAC
can naturally deal with the (three-dimensional) dynamic

texture patterns whereas HLAC [9] that extracts features
from static images is applied to the classification of static
textures. The method of CHLAC extracts the features of the
dynamic textures by local auto-correlations of pixel values.
After extracting the texture features, we can estimate the
class label or the quantitative scores associated with the dy-
namic texture by applying, such as multivariate analysis [6]
and SVM.

Recent years, it has been shown that ultrasound images
are useful to estimate carcass traits in the live animal, that
is, there are somewhat high correlations between ultrasound
images and carcass traits [3]. The estimation of carcass
traits, however, is manually performed by experts, and it
is desirable to automate the estimation from the ultrasound
images. Therefore, we apply the proposed method to auto-
matically estimate the quality of beef meat, i.e., beef mar-
bling score (BMS), by using ultrasound motion images. In
the experiment, the proposed method produces the favor-
able performances compared to the ground truth given by
the experts, although the ultrasound images contain a large
amount of noise complicating the recognition in static im-
ages.

2. Proposed Method

The proposed method for recognizing dynamic textures
is composed of 1) CHLAC [8] to extract features from
three-way dynamic texture patterns in motion images and
2) MRA [6] to estimate the quantitative scores from the ex-
tracted features.

2.1. Feature Extraction

The dynamic texture appears in a motion image se-
quence, not in a still image. We describe the characteris-
tics of the texture in the sequence by utilizing assembles of
feature vectors rather than a single feature vector. Thereby,
the dynamic textures that change with times are effectively
characterized by each feature vector at each time. The
method of CHLAC [8] can be applied to extract features
of the dynamic texture in the motion images.

2009 Symposium on Bio-inspired Learning and Intelligent Systems for Security

978-0-7695-3754-2/09 $25.00 © 2009 IEEE

DOI 10.1109/BLISS.2009.31

58



Figure 1. CHLAC mask patterns. Δr indicates
the spatial interval of correlations.

CHLAC is based on the auto-correlations of pixel val-
ues within the motion image in X, Y and T. The auto-
correlations are actually calculated by using 279 mask pat-
terns (e.g., Fig. 1): the pixel values indicated in the mask
patterns are multiplied and summed up over the whole im-
age region. In this study, from a single sequence, we sam-
ple substantial subsequences of which time duration is de-
noted by T . CHLAC feature (279-dimensional vector) is
extracted from each subsequence and we finally obtain a
large number of feature vectors from the single sequence.

While derivative filter responses, such as Gaussian
derivatives and Gabor filters, are often employed as tex-
ture features in the traditional methods for the static texture
classification, we extract the correlation-based features of
the dynamic texture. The dynamic texture shown in motion
images are noisy, especially in ultrasound images (Fig. 2),
and thus the responses of the derivative filters are noise-
sensitive and unstable. On the other hand, CHLAC is based
on auto-correlations which are known to be robust to noises.
It should be noted that optical flows are still less feasible for
such noisy motion images.

2.2. Recognition

Next, we estimate the quantitative score associated with
the dynamic texture. Given scores for respective sequences,
we apply multiple regression analysis (MRA) which deter-
mines the optimal linear coefficients to estimate the scores
from feature vectors. Let x

(i)
j be the j-th feature vector ex-

tracted from the i-th sequence and yi be the score for the
i-th sequence. The MRA results in the following optimiza-
tion problem:

min
a,b

∑
i

∑
j

||yi − a′x(i)
j − b||2

⇒ a = (X̄X̄ ′)−1X̄ȳ, b = ȳ − x̄′(X̄X̄ ′)−1X̄ȳ

where

X̄ = [x(1)
1 − x̄, · · · ,x(N)

nN
− x̄],

ȳ = [y1 − ȳ, ..., yi − ȳ︸ ︷︷ ︸
n1

, · · · , yN − ȳ, ..., yN − ȳ︸ ︷︷ ︸
nN

]′,

x̄ = Eij(x
(i)
j ), ȳ = Ei(yi),

Figure 2. Example of ultrasound image. The
target region is indicated by red curves.

ni(i = 1, · · · , N) is the number of features (subsequences)
extracted from the i-th sequence, and N is the number of
sequences. The score for the j-th feature (subsequence) in
the input sequence is estimated by

ŷj = a′xj + b,

and then the final score for the whole sequence is predicted
by averaging above estimation results:

ŷ = Ej(ŷj) =
1
n

n∑
j=1

ŷj .

In this study, the MRA is applied on the assumption
that the target is quantitative score value. MRA with
CHLAC/HLAC features has produced favorable perfor-
mance for multiple person identification [7] and counting
objects [6]. Note that, in the case that the target is qualita-
tive class label, we can employ classifiers, such as SVM.

3. Experimental Result

We apply the proposed method to estimate quality of
beef meat, i.e., beef marbling score (BMS), from ultra-
sound motion images as shown in Fig. 2. The ultrasound
images would enable us to estimate BMS without slaugh-
tering cattle, which is quite useful for the breeders. It is,
however, difficult to identify the textures in ultrasound im-
ages because the texture characteristics are ambiguous due
to a large amount of image noses.
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Figure 3. Performance results

We have 18 sequences for various BMS: three sequences
for BMS-4, six sequences for BMS-6, seven sequences
for BMS-8, two sequences for BMS-10. CHLAC with
various correlation intervals (Δr ∈ {1, · · · , 8}) is ex-
tracted from subsequence whose time durations are T ∈
{10, 20, 30, 40, 50}. Thus, the dimensionality of the feature
vector is 279×8 = 2232. Note that the CHLAC features are
extracted within the target image region, as shown in Fig. 2.
In this experiment, the BMS is limited up to 10 and there-
fore the upper limit of the estimation ŷ is also constrained
to 10: ŷ ← min(ŷ, 10).

The performance is evaluated based on leave-one-
sequence-out method for the 18 sequences. The mean abso-
lute error between estimated and ground truth BMS is 1.29.
The results of the estimations for each sequence are shown
in Fig. 3. Although the ultrasound images contain a great
amount of noises which makes the estimation quite diffi-
cult, the proposed method extracts the characteristics of dy-
namic textures related to BMS and produces the favorable
performances.

4. Conclusion and Future Work

We have proposed a statistical scheme for recognizing
dynamic texture patterns shown in motion image sequences.
In the proposed scheme, the characteristics of the dynamic
textures are efficiently extracted by CHLAC, and the target
score is estimated from the extracted feature by multiple re-
gression analysis. CHLAC is based on the auto-correlation
of the dynamic texture patterns and is robust to noises con-
tained in the motion images. Even in the preliminary exper-
iment of estimation of beef meat quality (BMS) by using
ultrasound motion images, the proposed method produced
the favorable performances, in spite that the ultrasound im-
ages contain a large amount of noises. The result shows
that CHLAC can extract sufficient texture features from the

ultrasound motion images.
The obtained results are sufficient but a little further im-

provement is required for industrial applications. The future
work for estimating BMS includes applying more sophisti-
cated regression method, such as kernel MRA and support
vector regression, which would produce more favorable es-
timation results.
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