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ABSTRACT

We present recent theoretical results on superconductivity in correlated-electron systems, espe-
cially in the two-dimensional Hubbard model and the three-band d-p model. The mechanism of
superconductivity in high-temperature superconductors has been extensively studied on the basis of
various electronic models and also electron-phonon models. In this study we investigate the prop-
erties of superconductivity in correlated-electron systems by using numerical methods such as the
variational Monte Carlo method and the quantum Monte Carlo method.

The Hubbard model is one of basic models for strongly correlated electron systems, and is regarded
as the model of cuprate high temperature superconductors. The d-p model is more realistic model
for cuprates. The superconducting condensation energy obtained by adopting the Gutzwiller ansatz
is in reasonable agreement with the condensation energy estimated for YBa2Cu3O7. We show the
phase diagram of the ground state using this method. We have further investigated the stability of
striped and checkerboard states in the under-doped region. Holes doped in a half-filled square lattice
lead to an incommensurate spin and charge density wave. The relationship of the hole density x and
incommensurability δ, δ ∼ x, is satisfied in the lower doping region, as indicated by the variational
Monte Carlo calculations for the two-dimensional Hubbard model. A checkerboard-like charge-
density modulation with a roughly 4 × 4 period has also been observed by scanning tunneling
microscopy experiments in Bi2212 and Na-CCOC compounds. We have performed a variational
Monte Carlo simulation on a two-dimensional t-t′-t′′-U Hubbard model with a Bi-2212 type band
structure and found that the 4 × 4 period checkerboard spin modulation, that is characterized by
multi Q vectors, is indeed stabilized.

We have further performed an investigation by using a quantum Monte Carlo method which is
a numerical method that can be used to simulate the behavior of correlated electron systems. We
present a new algorithm of the quantum Monte Carlo diagonalization that is a method for the
evaluation of expectation value without the negative sign problem. We compute pair correlation
functions and show that pair correlation is indeed enhanced with hole doping.

Key words: High-temperature superconductivity, strongly correlated electrons, Monte Carlo
methods, Hubbard model, condensation energy, pair-correlation function

I. INTRODUCTION

The effect of the strong correlation between electrons
is important for many quantum critical phenomena, such
as unconventional superconductivity (SC) and the metal-
insulator transition. Typical correlated electron sys-
tems are high-temperature superconductors[1–5], heavy
fermions[6–9] and organic conductors[10]. The phase dia-
gram for the typical high-Tc cuprates is shown in Fig.1.[9]
It has a characteristics that the region of antiferromag-
netic order exists at low carrier concentrations and the
superconducting phase is adjacent to the antiferromag-
netism.

In the low-carrier region shown in Fig.2 there is the
anomalous metallic region where the susceptibility and
1/T1 show a peak above Tc suggesting an existence of the
pseudogap. To clarify an origin of the anomalous metallic
behaviors is also a subject attracting many physicists as
a challenging problem.

It has been established that the Cooper pairs of high-
Tc cuprates have the d-wave symmetry in the hole-doped
materials.[11, 12] Several evidences of d-wave pairing
symmetry were provided for the electron-doped cuprates
Nd2−xCexCuO4.[13–15] Thus it is expected that the su-
perconductivity of electronic origin is a candidate for
the high-Tc superconductivity. We can also expect that
the origin of d-wave superconductivity lies in the on-
site Coulomb interaction of the two-dimensional Hubbard
model.
The antiferromagnetism should also be examined

in correlated electron systems. The undoped ox-
ide compounds exhibit rich structures of antiferromag-
netic correlations over a wide range of temperature
that are described by the two-dimensional quantum
antiferromagnetism.[16–18] A small number of holes in-
troduced by doping are responsible for the disappearance
of long-range antiferromagnetic order.[19–24]
Recent neutron scattering experiments have suggested

an existence of incommensurate ground states with mod-
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ulation vectors given by Qs = (π ± 2πδ, π) and Qc =
(±4πδ, 0) (or Qs = (π, π ± 2πδ) and Qc = (0,±4πδ))
where δ denotes the hole-doping ratio.[25] We can ex-
pect that the incommensurate correlations are induced
by holes doped into the Cu-O plane in the underdoped
region. A checkerboard-like charge-density modulation
with a roughly 4 × 4 period has also been observed by
scanning tunneling microscopy experiments in Bi2212
and Na-CCOC compounds.
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FIG. 1: Phase diagram delineating the regions of super-
conductivity and antiferromagnetic ordering of the Cu2+

ions for the hole-doped La2−xSrxCuO4 and electron-doped
Nd2−xCexCuO4−y systems.
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FIG. 2: Phase diagram showing the regions of non-Fermi liq-
uid and pseudogap metal for the hole-doped case. The bound-
aries indicated in the figure are not confirmed yet.

Recently the mechanism of superconductivity in high-
temperature superconductors has been extensively stud-
ied using various two-dimensional (2D) models of elec-
tronic interactions. Among them the 2D Hubbard
model[26] is the simplest and most fundamental model.
This model has been studied intensively using numer-

FIG. 3: The lattice of the three-band Hubbard model on the
CuO2 plane. Small circles denote Cu sites and large ones
denote O sites.

ical tools, such as the Quantum Monte Carlo method
[27–42], and the variational Monte Carlo method[24, 43–
50]. The two-leg ladder Hubbard model was also investi-
gated with respect to the mechanism of high-temperature
superconductivity[51–59].
Since the discovery of cuprate high-temperature su-

perconductors, many researchers have tried to explain
the occurrence of superconductivity of these materials in
terms of the two-dimensional (2D) Hubbard model. How-
ever, it remains matter of considerable controversial as to
whether the 2D Hubbard model accounts for the proper-
ties of high-temperature cuprate superconductors. This
is because the membership of the the two-dimensional
Hubbard model in the category of strongly correlated sys-
tems is a considerable barrier to progress on this prob-
lem. The quest for the existence of a superconducting
transition in the 2D Hubbard model is a long-standing
problem in correlated-electron physics, and has been the
subject of intensive study[35, 36, 38, 46, 60, 61]. In par-
ticular, the results of quantum Monte Carlo methods,
which are believed to be exact unbiased methods, have
failed to show the existence of superconductivity in this
model[38, 61].
In the weak coupling limit we can answer this question.

We can obtain the superconducting order parameter of
the Hubbard model in the limit of small U , that is given
by[62–66]

∆ = exp

(

−
2

xU2

)

, (1)

where U is the strength of the on-site Coulomb interac-
tion and the exponent x is determined by solving the gap
equation. Thus the existence of the superconducting gap
is guaranteed by the weak coupling theory although ∆
is extremely small because of the exponential behavior
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given above. x indicates the strength of superconductiv-
ity. In the intermediate or large coupling region, we must
study it beyond the perturbation theory.
We investigate the ground state of the Hubbard model

by employing the variational Monte Carlo method. In
the region 6 ≤ U ≤ 12, the finite superconducting gap is
obtained by using the quantum variational Monte Carlo
method. The superconducting condensation energy ob-
tained by adopting the Gutzwiller ansatz is in reason-
able agreement with the condensation energy derived for
YBa2Cu3O7. We have further investigated the stability
of striped and checkerboard states in the under-doped re-
gion. Holes doped in a half-filled square lattice lead to an
incommensurate spin and charge density wave. The rela-
tionship of the hole density x and incommensurability δ,
δ ∼ x, is satisfied in the lower doping region. This is con-
sistent with the results by neutron scattering measure-
ments. To examine the stability of a 4× 4 checkerboard
state, we have performed a variational Monte Carlo simu-
lation on a two-dimensional t−t′−t′′−U Hubbard model
with a Bi-2212 type band structure. We found that the
4× 4 period checkerboard checkerboard spin modulation
that is characterized by multi Q vectors is stabilized.

Further investigation has been performed by using
the quantum Monte Carlo method which is a numerical
method that can be used to simulate the behavior of cor-
related electron systems. This method is believed to be
an exact unbiased method. We compute pair correlation
functions to examine a possibility of superconductivity.
The QuantumMonte Carlo (QMC) method is a numer-

ical method employed to simulate the behavior of corre-
lated electron systems. It is well known, however, that
there are significant issues associated with the applica-
tion to the QMC. First, the standard Metropolis(or heat
bath) algorithm is associated with the negative sign prob-
lem. Second, the convergence of the trial wave function
is sometimes not monotonic, and further, is sometimes
slow. In past studies, workers have investigated the possi-
bility of eliminating the negative sign problem[37, 38, 40–
42]. We present the results obtained by a method, quan-
tum Monte Carlo diagonalization, without the negative
sign problem.

II. HUBBARD HAMILTONIAN

The Hubbard Hamiltonian is

H = −
∑

ij

tijc
†
iσciσ + U

∑

i

ni↑ni↓, (2)

where c†iσ and ciσ denote the creation and annihilation

operators of electrons, respectively, and niσ = c†iσciσ is
the number operator. The second term represents the on-
site Coulomb interaction which acts when the two elec-
trons occupy the same site. The numbers of lattice sites
and electrons are denoted as N and Ne, respectively. The
electron density is ne = Ne/N .

In the non-interacting limit U = 0, the Hamiltonian
is easily diagonalized in terms of the Fourier transforma-
tion. In the ground state each energy level is occupied
by electrons up to the Fermi energy. In the other limit
tij = 0, each site is occupied by the up- or down-spin elec-
tron, or is empty. The non-zero tij induces the movement
of electrons that leads to a metallic state id Ne 6= N . The
ground state is probably insulating at half-filling Ne = N
if U is sufficiently large.
If tij = t are non-zero only for the nearest-neighbor

pairs, the Hubbard Hamiltonian is transformed to the
following effective Hamiltonian for large U/t:[67]

H = −t
∑

〈ij〉σ

a†iσajσ −
t2

U

∑

µµ′

[a†j+µ↑a
†
j↓aj↓aj+µ′↑

+ a†j↑a
†
j+µ↓aj+µ′↓aj↑ + a†j+µ↑a

†
j↓aj+µ′↓aj↑

+ a†j↑a
†
j+µ↓aj↓aj+µ′↑], (3)

where aiσ = ciσ(1− ni,−σ) and j + µ and j + µ′ indicate
the nearest-neighbor sites in the µ and µ′ directions, re-
spectively. The second term contains the three-site terms
when µ 6= µ′. If we neglect the three-site terms, this ef-
fective Hamiltonian is reduced to the t-J model:

H = −t
∑

〈ij〉σ

(a†iσajσ + h.c.) + J
∑

〈ij〉

(Si · Sj −
1

4
ninj),

where J = 4t2/U .
The Hubbard model has a long history in describ-

ing the magnetism of materials since the early works
by Hubbard[26], Gutzwiller[68] and Kanamori.[69] One-
dimensional Hubbard model has been well understood
by means of the Bethe ansatz[70–72] and conformal field
theory.[73–75] The solutions established a novel concept
of the Tomonaga-Luttinger liquid[76] which is described
by the scalar bosons corresponding to charge and spin
sectors, respectively. The correlated electrons in two-
and three-dimensional space are still far from a com-
plete understanding in spite of the success for the one-
dimensional Hubbard model. A possibility of super-
conductivity is a hot topic as well as the magnetism
and metal-insulator transition for the two- and three-
dimensional Hubbard model.
The three-band Hubbard model that contains d and

p orbitals has also been investigated intensively with re-
spect to high temperature superconductors. [24, 64, 77–
88] This model is also called the d-p model. The 2D
three-band Hubbard model is the more realistic and rel-
evant model for two-dimensional CuO2 planes which are
contained usually in the crystal structures of high-Tc su-
perconductors. The network of CuO2 layer is shown in
Fig.3. The parameters of the three-band Hubbard model
are given by the Coulomb repulsion Ud, energy levels of
p electrons ǫp and d electron ǫd, and transfer between p
orbitals given by tpp. Typical parameter values for the
three-band (d-p) Hubbard model are shown in Table I.
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The Hamiltonian of the three-band Hubbard model is
written as[24, 47, 48, 80]

Hdp = ǫd
∑

iσ

d†iσdiσ + Ud

∑

i

d†i↑di↑d
†
i↓di↓

+ ǫp
∑

iσ

(p†i+x̂/2,σpi+x̂/2,σ + p†i+ŷ/2,σpi+ŷ/2,σ)

− tdp
∑

iσ

[d†iσ(pi+x̂/2,σ + pi+ŷ/2,σ − pi−x̂/2,σ

− pi−ŷ/2,σ) + h.c.]

− tpp
∑

iσ

[p†i+ŷ/2,σpi+x̂/2,σ − p†i+ŷ/2,σpi−x̂/2,σ

− p†i−ŷ/2,σpi+x̂/2,σ + p†i−ŷ/2,σpi−x̂/2,σ

+ h.c.]. (4)

x̂ and ŷ represent unit vectors along x and y directions,

respectively. p†i±x̂/2,σ and pi±x̂/2,σ denote the operators

for the p electrons at site Ri±x̂/2. Similarly p†i±ŷ/2,σ and

pi±ŷ/2,σ are defined. Ud denotes the strength of Coulomb
interaction between d electrons. For simplicity we neglect
the Coulomb interaction among p electrons in this paper.
Other notations are standard and energies are measured
in tdp units. The number of cells is denoted as N for the
three-band Hubbard model. In the non-interacting case
(Ud = 0) the Hamiltonian in the k-space is written as:

H0
dp = ǫd

∑

kσ

d†kσdkσ + ǫp
∑

kσ

(p†xkσpxkσ + p†ykσpykσ)

+
∑

kσ

(2itdpsin(kx/2)d
†
kσpxkσ + h.c.)

+
∑

kσ

(2itdpsin(ky/2)d
†
kσpykσ + h.c.)

+
∑

kσ

(−4tppsin(kx/2)sin(ky/2))(p
†
xkσpykσ + h.c.),

(5)

where dkσ (d†kσ), pxkσ (p†xkσ) and pykσ (p†ykσ) are opera-
tors for d-, px- and py-electron of the momentum k and
spin σ, respectively.
In the limit tdp ≪ Ud − (ǫp − ǫd), tdp ≪ ǫp − ǫd , and

ǫp − ǫd < Ud, the d-p model is mapped to the t-J model
with

J = 4t2eff

(

1

Ud
+

2

2(ǫp − ǫd) + Up

)

, (6)

where teff ≃ t2dp/(ǫp − ǫd). JK = 4teff gives the anti-
ferromagnetic coupling between the neighboring d and p
electrons. In real materials (ǫp − ǫd)/tdp is not so large.
Thus it seems that the mapping to the t-J model is not
necessarily justified.

III. VARIATIONAL MONTE CARLO STUDIES

In this Section we present studies on the two-
dimensional Hubbard model by using the variational

TABLE I: Typical parameter values for the three-band Hub-
bard model. Energies are measured in eV.

Ref.[89] Ref.[90] Ref.[91] Ref.[78]
ǫp − ǫd 3.6 2.75− 3.75 3.5 2.5
tdp 1.3 1.5 1.5 1.47
tpp 0.65 0.65 0.6
Ud 10.5 8.8 9.4 9.7
Up 4.0 6.0 4.7 5.7
Udp 1.2 <1.0 0.8 <1

Monte Carlo method.

A. Variational Monte Carlo Method

Let us start by describing the method based on the 2D
Hubbard model. The Hamiltonian is given by

H = −t
∑

〈ij〉σ

(c†iσcjσ + h.c.)− t′
∑

〈〈jℓ〉〉σ

(c†jσcℓσ + h.c.)

+ U
∑

j

nj↑nj↓, (7)

where 〈ij〉 denotes summation over all the nearest-
neighbor bonds and 〈〈jℓ〉〉 means summation over the
next nearest-neighbor pairs. t is our energy unit. The
dispersion is given by

ǫk = −2t(cos(kx) + cos(ky))− 4t′cos(kx)cos(ky). (8)

Our trial wave function is the Gutzwiller-projected
wave functions defined as

ψn = PNe
PGψ0, (9)

ψs = PNe
PGψBCS , (10)

where

ψ0 =
∏

|k|≤kF ,σ

c†kσ|0〉, (11)

ψBCS =
∏

k

(uk + vkc
†
k↑c

†
−k↓)|0〉. (12)

PG is the Gutzwiller projection operator given by

PG =
∏

j

[1− (1− g)nj↑nj↓]; (13)

g is a variational parameter in the range from 0 to unity
and j labels a site in the real space. PNe

is a projection
operator which extracts only the sites with a fixed total
electron number Ne. Coefficients uk and vk in ψBCS

appear in the ratio defined by

vk
uk

=
∆k

ξk + (ξ2k +∆2
k)

1/2
, (14)

where ξk = ǫk−µ and ∆k is a k-dependent gap function.
µ is a variational parameter working like the chemical
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potential. ckσ is the Fourier transform of cjσ. The wave
functions ψn and ψs are expressed by the Slater deter-
minants for which the expectations values are evaluated
using a Monte Carlo procedure.[43, 44, 92] ψs is written
as

ψs ∝ PNe
PGexp[

∑

k

(vk/uk)c
†
k↑c

†
−k↓]|0〉

= PNe
PGexp[

∑

jℓ

a(j, ℓ)c†j↑c
†
ℓ↓]|0〉

∝ PG[
∑

jℓ

a(j, ℓ)c†j↑c
†
ℓ↓]

Ne/2|0〉, (15)

where

a(j, ℓ) = (1/N)
∑

k

(vk/uk)exp[ik · (Rℓ −Rj)]. (16)

Then ψs is written using the Slater determinants as

ψs = PG

∑

j1···jNe/2ℓ1···ℓNe/2

A(j1 · · · iNe/2, ℓ1 · · · ℓNe/2)

× c†j1↑c
†
j2↑

· · · c†jNe/2↑
c†ℓ1↓c

†
ℓ2↓

· · · c†ℓNe/2↓
|0〉,

(17)

where A(j1 · · · iNe/2, ℓ1 · · · ℓNe/2) is the Slater determi-
nant defined by

A(j1 · · · ℓNe/2) =
∣

∣

∣

∣

∣

∣

∣

a(j1, ℓ1) a(j1, ℓ2) · · · a(j1, ℓNe/2)
a(j2, ℓ1) a(j2, ℓ2) · · · a(j2, ℓNe/2)

· · · · · · · · · · · ·
a(jNe/2, ℓ1) a(jNe/2, ℓ2) · · · a(jNe/2, ℓNe/2)

∣

∣

∣

∣

∣

∣

∣

.

(18)

In the process of Monte Carlo procedure the values of
cofactors of the matrix in eq.(18) are stored and corrected
at each time when the electron distribution is modified.
We optimized the ground state energy

Eg = 〈H〉 = 〈ψs|H|ψs〉/〈ψs|ψs〉 (19)

with respect to g, ∆k and µ for ψs for ψs. For ψn the
variational parameter is only g. We can employ the corre-
lated measurements method[93] in the process of search-
ing optimal parameter values minimizing Eg.
A Monte Carlo algorithm developed in the auxiliary

field quantum Monte Carlo calculations can also be em-
ployed in evaluating the expectation values for the wave
functions shown above.[94–96] Note that the Gutzwiller
projection operator is written as

PG = exp(−α
∑

i

ni↑ni↓), (20)

where α = log(1/g). Then using the discrete Hubbard-
Stratonovich transformation, the Gutzwiller operator is

the bilinear form:

exp(−α
∑

i

ni↑ni↓) = (1/2)N
∑

{si}

exp[2a

×
∑

i

si(ni↑ − ni↓)−
α

2

∑

i

(ni↑ + ni↓)], (21)

where cosh(2a) = eα/2. The Hubbard-Stratonovich aux-
iliary field si takes the values of ±1. The norm 〈ψn|ψn〉
is written as

〈ψn|ψn〉 = const.
∑

{ui}{si}

∏

σ

det(φσ†0 exp(V σ(u, α))

× exp(V σ(s, α))φσ0 ), (22)

where V σ(s, α) is a diagonal N×N matrix corresponding
to the potential

hσ(s) = 2aσ
∑

i

siniσ −
α

2

∑

i

niσ. (23)

V σ(s, α) is written as

V σ(s, α) = diag(2aσs1 − α/2, · · · , 2aσsN − α/2, 0, · · · ),
(24)

where diag(a, · · · ) denotes a diagonal matrix with ele-
ments given by the arguments a, · · · . The elements of
(φσ0 )ij (i = 1, · · · , N ; j = 1, · · · , Ne/2) are given by lin-
ear combinations of plane waves. For example,

(φσ0 )ij = exp(iri · kj). (25)

Then we can apply the standard Monte Carlo sampling
method to evaluate the expectation values.[94, 95] This
method is used to consider an off-diagonal Jastrow cor-
relation factor of exp(−S)-type. The results for the im-
proved wave functions are discussed in Section III.J.
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FIG. 4: Ground state energy per site Eg/N for the 2D Hub-
bard model is plotted against ∆ for the case of 84 electrons
on the 10 × 10 lattice with U = 8 and t′ = 0. Solid curves
are for the d-wave gap function. Squares and triangles are for
the s∗- and s-wave gap functions, respectively. The diamond
shows the normal state value.[46]
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to the normal state for the 2D Hubbard model as a function
of the Coulomb repulsion U . The system is 10× 10 with the
electron number Ne = 84 and t′ = −0.3.

B. Superconducting Condensation Energy

We study the cases of the d-, extended s- (s∗-) and
s-wave gap functions in the following:

d ∆k = ∆(cos(kx)− cos(ky)), (26)

s∗ ∆k = ∆(cos(kx) + cos(ky)), (27)

s ∆k = ∆. (28)

In Fig.4 calculated energies per site with Ne = 84 on
the 10×10 lattice are shown for the case of U = 8 and t′ =
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FIG. 7: The values of components of ∆k for the two-chain
Hubbard model. All the values of kx of the bonding band
(ky = 0) and antibonding band (ky = π) correspond to the
energy minimum for 20 × 2 lattice with 34 electrons. The
parameters in the Hamiltonian are td = 1.8 and U0 = 8 and
the variational parameters are µ = 0.0182 and g = 0.415.[54]
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FIG. 8: td dependence of the SC condensation energy ∆E/2N
for the two-chain Hubbard model in the bulk limit.[54]

0.[46] Eg/N is plotted as a function of ∆ for three types
of gap functions shown above. We impose the periodic
and the antiperiodic boundary conditions for x- and y-
direction, respectively. This set of boundary conditions
is chosen so that ∆k does not vanish for any k-points
occupied by electrons. Eg was obtained as the average of
the results of several Monte Carlo calculations each with
5 × 107 steps. Eg/N has minimum at a finite value of
∆ ≃ 0.08 in the case of the d-wave gap function.

The energy gain ∆Eg in the superconducting state is
called the SC condensation energy in this paper. ∆Eg/N
is plotted as a function of 1/N in Fig.5 in order to exam-
ine the size dependence of the SC energy gain.[97] Lat-
tice sizes treated are from 8× 8 to 22× 22. The electron
density ne is in the range of 0.80 ≥ ne ≤ 0.86. Other
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the normal-state wave function.[24]
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FIG. 12: Antiferromagnetic region in the plane of U and the
hole density for tpp = 0.0 and ǫp − ǫd = 2.

parameters are −0.20 ≤ t′ ≤ 0.0 and U/t = 8 in t units.
Bulk limit N → ∞ of SC condensation energy Econd was
obtained by plotting as a function of 1/N . The linear
fitting line indicates very clearly that the bulk limit re-
mains finite when −0.25 ≤ t′ ≤ −0.10 and ne ≥ 0.84.
When ne = 0.86, t′ = −0.20 and U = 8, the bulk-limit
Econd is Econd = 0.00117/site ≃ 0.60 meV/site, where
t = 0.51eV is used.[98] Thus the superconductivity is a
real bulk property, not a spurious size effect. The value
is remarkably close to experimental values 0.17 ∼ 0.26
meV/site estimated from specific heat data[99, 100] and
0.26 meV/site from the critical magnetic field Hc[101] for
optimally doped YBa2Cu3O4 (YBCO). This good agree-
ment strongly indicates that the 2D Hubbard model in-
cludes essential ingredients for the superconductivity in
the cuprates.

We just point out that the t-J model gives Econd =
0.026t ≃ 13 meV/site at ne = 0.84 for J = 4t2/U = 0.5
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and t′ = 0.[102] This value is 50 times larger than the ex-
perimental values indicating a serious quantitative prob-
lem with this model. This means that the t-J model made
from the leading two terms in the expansion in terms
of t/U of the canonical transformation of the Hubbard
model should be treated with the higher-order terms in
order to give a realistic SC condensation energy.

Here we show the SC condensation energy as a function
of U in Fig.6. The condensation energy Econd = ∆E/N
is increased as U/t is increased as far as U/t ≤ 12. In
the strong coupling region U > 8t, we obtain the large
condensation energy.

C. Fermi Surface and Condensation Energy

Now let us consider the relationship between the
Fermi surface structure and the strength of supercon-
ductivity. The experimental SC condensation energy
for (La,Sr)2CuO4 (LSCO) is estimated at 0.029meV/(Cu
site) or 0.00008 in units of t which is much smaller than
that for YBCO.[103] The band parameter values of LSCO
were estimated as t′ = −0.12 and t′′ = 0.08. [104] This
set corresponds roughly to Econd ≃ 0.0010. The latter
value is much larger than the above-mentioned experi-
mental value for LSCO. However, the stripe-type SDW
state coexists with superconductivity[105, 106] and the
SC part of the whole Econd is much reduced. Therefore,
such a coexistence allows us to qualitatively understand
the SC Econd in LSCO.

On the other hand, Tl2201 (Tc = 93K) and Hg1201
(Tc = 98K) band calculations by Singh and Pickett[107]
give very much deformed Fermi surfaces that can be fitted
by large |t′| such as t′ ∼ −0.4. For Tl2201, an Angular
Magnetoresistance Oscillations (AMRO) work[108] gives
information of the Fermi surface, which allows to get t′ ∼
−0.2 and t′′ ∼ 0.165. There is also an Angle-Resolved
Photoemission Study (ARPES)[109], which provides sim-
ilar values. In the case of Hg1201, there is an ARPES
work[110], form which we obtain by fitting t′ ∼ −0.2 and
t′′ ∼ 0.175. For such a deformed Fermi surface, Econd in
the bulk limit is reduced considerably.[111, 112] There-
fore, the SC Econd calculated by VMC indicates that the
Fermi surface of LSCO-type is more favorable for high
Tc. The lower Tc in LSCO may be attributed to the
coexistence with antiferromagnetism of stripe type.

D. Ladder Hubbard Model

The SC condensation energy in the bulk limit for the
ladder Hubbard model has also been evaluated using the
variational Monte Carlo method.[54] The Hamiltonian is
given by the 1D two-chain Hubbard model:[51, 52, 55,

56, 85, 113–116]

Hladder = −td
∑

ℓσ

(c†1ℓσc2ℓσ + h.c.)

− t
2

∑

j=1

∑

ℓσ

(c†jℓσcj,ℓ+1,σ + h.c.)

+ U0

2
∑

j=1

∑

ℓ

c†jℓ↑cjℓ↑c
†
jℓ↓cjℓ↓, (29)

where c†jℓσ (cjℓσ) is the creation (annihilation) operator of
an electron with spin σ at the ℓth site along the jth chain
(j = 1, 2). t is the intrachain nearest-neighbor transfer
and td is the interchain nearest-neighbor transfer energy.
The energy is measured in t units. The energy minimum
was given when the components of the gap function ∆k

take finite values plotted in Fig.7 for the lattice of 20× 2
sites with 34 electrons imposing the periodic boundary
condition.[54] Each component of ∆k was optimized for
U0 = 8 and td = 1.8. There are two characteristic fea-
tures; one is that the components of the bonding and
antibonding bands have opposite signs each other and
second is that the absolute values of ∆k of the antibond-
ing band (ky = π) is much larger than that of the bonding
band (ky = 0). In order to reduce the computation cpu
time, ∆k of each band was forced to take a fixed value
specific to each band, i.e. ∆1 for the bonding band and
∆2 for the antibonding band. This drastically reduces
the number of the variational parameters but still allows
us to get a substantial value of the condensation energy.
∆1 and ∆2 take opposite sign, which is similar to that of
the dx2−y2 gap function.
The energy gain ∆F2c remains finite in the bulk limit

when 1.2 < td < 1.6. The SC condensation en-
ergy per site in the bulk limit is plotted as a func-
tion of td in Fig.8.[54] The SC region derived from the
SC condensation energy in the bulk limit is consistent
with the results obtained from the density-matrix renor-
malization group[55, 56] and the exact-diagonalization
method.[51, 52, 115] The maximum value of ∆E2c is
0.0008 which is of the same order of magnitude as the
maximum condensation energy obtained for the 2D Hub-
bard model.[46]

E. Condensation Energy in the d-p Model

The SC energy gain for the d-p model, namely, three-
band Hubbard model in eq.(4) has also been evaluated
using the variational Monte Carlo method. For the three-
band model the wave functions are written as

ψn = PG

∏

|k|≤kF ,σ

α†
kσ|0〉, (30)

ψSC = PGPNe

∏

k

(uk + vkα
†
k↑α

†
−k↓)|0〉, (31)
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where αkσ is the linear combination of dkσ, pxkσ and pykσ
constructed to express the operator for the lowest band
(in the hole picture) or the highest band (in the electron
picture) of the non-interacting Hamiltonian. The numer-
ical calculations have been done in the hole picture. The
Gutzwiller parameter g, effective level difference ǫ̃p − ǫ̃d,
chemical potential µ and superconducting order param-
eter ∆ are the variational parameters.
The similar results to the single-band Hubbard model

were obtained as shown in Fig.9 for tpp = 0.0, Ud = 8
and ǫd − ǫp = 2 in tdp units where the calculations were
performed in the hole picture.[24] The SC condensation
energy for the three-band model is Econd ≃ 0.0005tdp ≃
0.75 meV per site in the optimally doped region. We set
tdp = 1.5 eV as estimated in Table I. There is a tendency
that Econd increases as ǫd − ǫp increases which is plot-
ted in Fig.10. This tendency is not, however, in accor-
dance with NQR (nuclear quadrupole resonance) study
on cuprates.[117] We think that the NQR experiments
indicate an importance of the Coulomb interaction on
oxygen sites. This will be discussed in section III.K.
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FIG. 13: Energy gain per site (Enormal − E)/N in the SDW
state as a function of hole density δ for the three-band Hub-
bard model. Parameters are tpp = 0.4 and Ud = 8 in tdp units.
From the top, ∆dp ≡ ǫp − ǫd = 3, 2, 1.5 and 1. The results
are for 6 × 6, 8 × 8, 10 × 10 and 16 × 12 systems. Antiperi-
odic and periodic boundary conditions are imposed in x- and
y-direction, respectively. Monte Carlo statistical errors are
smaller than the size of symbols. Curves are a guide to the
eye.[24]

F. Antiferromagnetic State

When the density of doped holes is zero or small, the
2D single-band or three-band Hubbard model takes an
antiferromganetic state as its ground state. The mag-
netic order is destroyed and superconductivity appears
with the increase of doped hole density. The transition
between the d-wave SC and the uniform SDW states has
been investigated by computing the energy of the SDW
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FIG. 14: Uniform SDW energy gain per site with reference to
the normal-state energy as a function of the hole density for
the three-band Hubbard model. Data are from 8×8, 10×10,
12×12 and 16×12 systems for ǫp− ǫd = 2. For solid symbols
Ud = 4 (circles), Ud = 8 (squares), Ud = 12 (triangles) and
Ud = 20 (diamonds) for tpp = 0.2. For open symbols Ud = 8
and tpp = 0, and for open squares with slash Ud = 8 and
tpp = 0.4. The lines are a guide to the eye. The Monte Carlo
statistical errors are smaller than the size of symbols.[47]

state by using the variational Monte Carlo method. The
trial SDW wave function is written as

ψAF = PGψSDW , (32)

ψSDW =
∏

k

(ukc
†
k↑ + vkc

†
k+Q↑)

×
∏

k′

(uk′c†k′↓ − vk′c†k′+Q↓)|0〉, (33)

uk = [(1− wk/(w
2
k +∆2

AF )
1/2)/2]1/2, (34)

vk = [(1 + wk/(w
2
k +∆2

AF )
1/2)/2]1/2, (35)

wk = (ǫk − ǫk+Q)/2. (36)

Summation over k and k′ in eq.(33) is performed over the
filled k-points, as in the calculation of the normal state
energy. Q is the SDW wave vector given by (π, π) and
∆AF is the SDW potential amplitude.
As shown in Fig.11, the energy gain per site in the

SDW state rises very sharply from ne ∼ 0.84 for t′ =
0.[46] At ne ∼ 0.84 it is slightly larger than that in the
SC state, and at ne = 0.80 there is no more stable SDW
state. Thus the boundary between the SDW and the SC
states is given at ne ∼ 0.84. The results of the bulk
limit calculations indicate that the energy gain in the SC
state at ne = 0.84 takes the extremely small value and
the value at ne = 0.80 vanishes as N → 0. Hence the
pure d-wave SC state possibly exists near the boundary
at ne ∼ 0.84, but the region of pure SC state is very
restricted.
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ǫp−ǫd = 2 and Ud = 8. Circles and squares denote the energy
gain per site with reference to the normal-state energy for d-
wave, ext-s wave and SDW states, respectively. For extremely
small doping rate, the extended s-wave state is more favorable
than the d-wave state. Solid symbols are for 8 × 8 and open
symbols are for 6× 6. Curves are a guide to the eye.
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energy gain per site with reference to the normal-state energy
for d-wave and SDW states, respectively. Solid symbols are
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Let us turn to the three-band model. We show the
antiferromagnetic-paramagnetic boundary for tpp = 0.0
and ǫp − ǫd = 2 in the plane of U and the hole den-
sity in Fig.12 where AF denotes the antiferromagnetic
region.[47] The value ǫp−ǫd = 2 is taken from the estima-
tions by cluster calculations.[89–91] The phase boundary
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FIG. 17: Charge and spin density as a function of the distance
for a striped state.[50]
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FIG. 18: Schematic illustration of the incommensurability
versus hole density.

in the region of small U is drawn from an extrapolation.
For the intermediate values of U ∼ 8 − 12, the anti-
ferromagnetic long-range ordering exists up to about 20
percent doping. Thus the similar features are observed
compared to the single-band Hubbard model.

Since the three-band Hubbard model contains several
parameters, we must examine the parameter dependence
of the energy of SDW state. The energy gain ∆ESDW

in the SDW state is shown in Fig.13 as a function of
doping ratio for several values of ∆dp ≡ ǫp− ǫd. ∆ESDW

increases as ∆dp increases as expected. In Fig.14 tpp- and
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0.10 and 0.125. The model is the single-band Hubbard Hamil-
tonian with t′ = −0.20. The stripe interval is preserved con-
stant. The inset shows the hole dependence of the incommen-
surability in the coexistent state.[105]

Ud-dependencies of ∆ESDW are presented. The SDW
phase extends up to 30 percent doping when Ud is large.
It follows from the calculations that the SDW region will
be reduced if ǫp − ǫd and Ud decrease.

From the calculations for the SDW wave functions, we
should set ǫp − ǫd and Ud small so that the SDW phase
does not occupy a huge region near half-filling. In Figs.15
and 16 we show energy gains for both the SDW and SC
states for Ud = 8, tpp = 0, 0.2 and ǫp − ǫd = 2, where the
right hand side and left hand side indicate the hole-doped
and electron-doped case, respectively. Solid symbols in-
dicate the results for 8×8 and open symbols for 6×6. For
this set of parameters the SDW region extends up to 20
percent doping and the pure d-wave phase exists outside

FIG. 21: Optimized effective second neighbor transfer energy
t̃′/t as a function of U/t. The system is a 16× 16 lattice with
t′/t = −0.2 and the electron density 0.875.
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FIG. 22: Renormalized quasi-Fermi surface for t̃′/t = −0.3,
−0.4 and −0.5. The system is the same as that in Fig.21.

of the SDW phase. The d-wave phase may be possibly
identified with superconducting phase in the overdoped
region in the high-Tc superconductors.

G. Stripes and its Coexistence with

Superconductivity

Incommensurate magnetic and charge peaks have
been observed from the elastic neutron-scattering ex-
periments in the underdoped region of the Nd-doped
La2−x−yNdySrxCuO4.[118] (Fig.17) Recent neutron ex-
periments have also revealed the incommensurate spin
structures.[119–123] Rapid decrease of the Hall resis-
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FIG. 23: Contour plot of |∇nk| measured for the projected
stripe state on 24× 24 lattice with t′/t = −0.2. The electron
density is 0.875.
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FIG. 24: Phase diagram of stable antiferromagnetic state in
the plane of ∆dp = ǫp − ǫd and tpp obtained for 16× 4 lattice.

tivity in this region suggests that the electric conduc-
tion is approximately one dimensional.[124] The angle-
resolved photo-emission spectroscopy measurements also
suggested a formation of two sets of one-dimensional
Fermi surface.[125] Then it has been proposed that these
results might be understood in the framework of the
stripe state where holes are doped in the domain wall
between the undoped spin-density-wave domains. This
state is a kind of incommensurate SDW state. It was
also shown that the incommensurability is proportional
to the hole density in the low-doping region in which the
hole number per stripe is half of the site number along one
stripe.[118, 120] A static magnetically ordered phase has
been observed by µSR over a wide range of SC phase for
0.05 < x < 0.1 in La2−xSrxCuO4 (LSCO).[126] Thus the
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FIG. 25: Energy as a function of tpp for 16×16 square lattice
at x = 1/16. Circles, triangles and squares denote the en-
ergy for 4-lattice stripes, 8-lattice stripes, and commensurate
SDW, respectively, where n-lattice stripe is the incommen-
surate state with one stripe per n ladders. The boundary
conditions are antiperiodic in x-direction and periodic in y-
direction.[47, 106]
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FIG. 26: Energy of the coexistent state as a function of the
SC order parameter for x = 0.125 on 16 × 4 lattice. We
assume the incommensurate antiferromagnetic order (stripe).
Parameters are ǫp = 0, ǫd = −2, tpp = 0.4 and Ud = 8 in
tdp units. For solid circles the SC gap function is taken as
∆i,i+x̂ = ∆cos(Qx(xi + x̂/2)) and ∆i,i+ŷ = −∆cos(Qx(xi)),
while for the open circles ∆i,i+x̂ = ∆cos|(Qx(xi + x̂/2))| and
∆i,i+ŷ = −∆|cos(Qx(xi))|. Qx = 2πδ = π/4.

possibility of superconductivity that occurs in the stripe
state is a subject of great interest.[127–130] The incom-
mensurate magnetic scattering spots around (π, π) were
observed in the SC phase in the range of 0.05 < x < 0.13
in the elastic and inelastic neutron-scattering experi-
ments with LSCO.[127, 128, 130] The hole dependence
of the incommensurability and the configuration of the
spots around the Bragg spot in the SC phase indicated
the vertical stripe. The neutron-scattering experiments
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FIG. 27: Energy gain due to the SC order parameter as a
function of the system size Natom = 3Ns. Parameters are
ǫp = 0, ǫd = −2, tpp = 0.4 and Ud = 8. The open circle
is for the simple d-wave pairing at the hole density x = 0.2.
The solid symbols indicate the energy gain of the coexistent
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diamond shows the SC condensation energy obtained on the
basis of specific heat measurements[99].

0

0.05

0.1

0.15

0 0.1 0.2 0.3 0.4

∆

x

AFM

SCAFM+SC

FIG. 28: Phase diagram of the d-p model based on the
Gutzwiller wave function.[106]

have also revealed that a diagonal spin modulation occurs
across the insulating spin-glass phase in La2−xSrxCuO4

for 0.02 ≤ x ≤ 0.05, where a one-dimensional modu-
lation is rotated by 45 degrees from the stripe in the
SC phase. The incommensurability δ versus hole density
is shown in Fig.18 schematically.[129, 130] The diagonal
stripe changes into the vertical stripe across the bound-
ary between the insulating and SC phase.
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FIG. 29: Incommensurability δ as a function of the hole den-
sity x for U = 8 and t′ = −0.2.[50] The numerical results
for the vertical and the bond-centered diagonal stripe state
are represented by solid triangles and square symbols, respec-
tively. Open triangles and squares show the results of the
vertical and diagonal incommensurate SDW order observed
from neutron scattering measurements, respectively.[130]

Let us investigate the doped system from the point
of modulated spin structures.[131–141] The stripe SDW
state has been studied theoretically by using the mean-
filed theory.[132–136] They found that the stripe state
appears when an incommensurate nesting becomes fa-
vorable in the hole-doped 2D Hubbard model. When the
electron correlation correlation is strong or intermediate,
it was shown that the stripe state is more stable than the
commensurate spin-density-wave state with the wave vec-
tor (π, π) in the ground state of the 2D Hubbard model
by using the variational Monte Carlo method.[131] It has
also been confirmed by the same means that the stripe
states are stabilized in the d-p model.[48] The purpose of
this section is to examine whether the superconductivity
can coexist with static stripes in the 2D Hubbard model
in a wider doping region and investigate the doping de-
pendence of the coexisting state.
We consider the 2D Hubbard model on a square lat-

tice. We calculate the variational energy in the coexistent
state that is defined by

ψcoexist = PNe
PGφ

MF
coexist, (37)

where φMF
coexist is a mean-field wave function. The ef-

fective mean-field Hamiltonian for the coexisting state
is[105] represented by

HMF =
∑

ij

(c†i↑ci↓)

(

Hij↑ Fij

F ∗
ji −Hji↓

)(

cj↑
c†j↓

)

, (38)

where the diagonal terms describe the incommensurate
spin-density wave state:

Hijσ = −tij − µ+
U

2
[ni + sign(σ)(−1)xi+yimi]δij , (39)
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where µ is the chemical potential. The vertical stripe
state is represented by the charge density ni and the spin
density mi that are spatially modulated as

ni = 1−
∑

ℓ

α/ cosh

(

yi − Yℓ
ξc

)

, (40)

mi = m
∏

ℓ

tanh

(

yi − Yℓ
ξc

)

, (41)

where Yℓ denotes the position of vertical stripes. The
amplitude α is fixed by

∑

i ni = Ne. The off-diagonal
terms in eq.(38) are defined in terms of the d-wave SC
gap as

Fij =
∑

ê

∆ijδji+ê, (42)

where ê = ±x̂, ±ŷ (unit vectors). We consider two types
of the spatially inhomogeneous superconductivity: anti-
phase and in-phase defined as

∆i.i+x̂ = ∆cos(qy(yi − Y )), (43)

∆i,i+ŷ = −∆cos(qy(yi − Y + ŷ/2)), (44)

and

∆i.i+x̂ = ∆| cos(qy(yi − Y ))|, (45)

∆i,i+ŷ = −∆| cos(qy(yi − Y + ŷ/2))|, (46)

respectively. Here, q = (0, 2πδ) and δ is a incommensu-
rability given by the stripe’s periodicity in the y direc-
tion with regard to the spin. The anti-phase (in-phase)
means that the sign if the superconducting gap is (is not)
changed between nearest domain walls.
The wave function ψ0

coexist is made from the solution
of the Bogoliubov-de Gennes equation represented by

∑

j

(Hij↑u
λ
j + Fijv

λ
j ) = Eλuλi , (47)

∑

j

(F ∗
jiu

λ
j −Hji↓v

λ
j ) = Eλvλi . (48)

The Bogoliubov quasiparticle operators are written in the
form

αλ =
∑

i

(uλi ci↑ + vλi c
†
i↓) (Eλ > 0), (49)

αλ̄ =
∑

i

(uλ̄i ci↑ + vλ̄i c
†
i↓) (Eλ̄ < 0). (50)

Then the coexistence wave function is written as[105,
142]

ψ0
coexist = PNe

∏

λ

αλα
†

λ̄
|0〉

= CPNe
exp



−
∑

ij

(U−1V )ijc
†
i↑c

†
j↓



 |0〉

= C ′





∑

ij

(U−1V )ijc
†
i↑c

†
j↓





Ne/2

|0〉, (51)

for constants C and C ′. The calculations are performed
for the wave function ψcoexist = PGψ

0
coexist. The vari-

ational parameters are µ, m, g, ξc and ξs. The system
parameters were chosen as t′ = −0.20 and U = 8 suitable
for cuprate superconductors. It has been shown that the
”anti-phase” configuration is more stable than the ”in-
phase” one.[105]

Here, the system parameters are t′ = −0.2 and U =
8. We use the periodic boundary condition in the x-
direction and anti-periodic one in the y-direction. In
Fig.19, we show the total energy of the coexistent state,
Ecoexist, as a function of the SC gap ∆ for the cases
of anti-phase and in-phase. The SC condensation en-
ergy ∆Ecoexist is estimated as 0.0008t per site at the
hole density 0.125 on the 12 × 8 lattice with periodic
boundary condition in x-direction and antiperiodic one
in y-direction. ∆Ecoexist in the coexistence state is de-
fined as the decrease of energy due to finite ∆. If we
use t ∼ 0.5eV, this is evaluated as ∼ 0.4meV. The SC
condensation energy per site is shown as a function of
hole density in Fig.20. One finds that ∆Ecoexist in the
stripe state decreases as the hole density decreases. This
tendency is reasonable since the SC order is weakened in
the domain of the incommensurate SDW because of the
vanishingly small carrier concentration contributing the
superconductivity in this domain. This behavior is con-
sistent with the SC condensation energy estimated from
the specific heat measurements.[143]

There is a large renormalization of the Fermi surface
due to the correlation effect in the striped state.[144] We
considered the next-nearest transfer t′ in the trial func-
tion as a variational parameter t̃′. In Fig.21, optimized
values of t̃′/t for the striped state are shown as a func-
tion of U/t. The t̃′/t increases as U/t increases. We also
mention that the optimized t′′/t almost vanishes. The
renormalized Fermi surface of t̃′/t = −0.30, −0.40 and
−0.50 are plotted in Fig.22. The system is a 16 × 16
lattice with t′/t = −0.2 and the electron density 0.875.
As U/t is incresed, the Fermi surface is more deformed.
We show the the gradient of the momentum distribution
function, |∇nk|, calculated in the optimized stripe state
in Fig.23. The brighter areas coincide with the renormal-
ized Fermi surface with t̃′/t = −0.31 and t̃′′/t = 0.0 for
U/t = 8.

The calculations for the three-band Hubbard model
has also been done taking into account the coexistence of
stripes and SC.[15, 106] The energy of antiferromagnetic
state would be lowered further if we consider the incom-
mensurate spin correlation in the wave function. The
phase diagram in Fig.24 presents the region of stable AF
phase in the plane of tpp and ∆dp = ǫp − ǫd. For large
∆dp = ǫp−ǫd, we have the region of the AF state with an
eight-lattice periodicity in accordance with the results of
neutron-scattering measurements[118, 123]. The energy
at x = 1/16 is shown in Fig.25 where the 4-lattice stripe
state has higher energy than that for 8-lattice stripe for
all the values of tpp.

The Bogoliubov-de Gennes equation is extended to the
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case of three orbitals d, px and py. (Hijσ) and (Fij) are
now 3N×3N matrices. The energy of the state with dou-
ble order parameters ∆ and m is shown in Fig.26 on the
16×4 lattice at the doping rate 1/8. The SC condensation
energy per site is evaluated as ∼ 0.00016tdp for Ud = 8,
tpp = 0.4 and ǫp − ǫd = 2. If we use tdp ∼ 1.5eV,[89–91]
we obtain ∆Ecoexist ∼ 0.24meV which is slightly smaller
than and close to the value obtained for the single-band
Hubbard model. We show the size dependence of the
SC condensation energy for x = 0.2, 0.125 0.08333 and
0.0625 in Fig.27. We set the parameters as ǫp − ǫd = 2
and tpp = 0.4 in tdp units, which is reasonable from the
viewpoint of the density of states and is remarkably in ac-
cordance with cluster estimations[89–91], and also in the
region of eight-lattice periodicity at x = 1/8. We have
carried out the Monte Carlo calculations up to 16 × 16
sites (768 atoms in total). In the overdoped region in the
range of 0.18 < x < 0.28, we have the uniform d-wave
pairing state as the ground state. The periodicity of spa-
tial variation increases as the doping rate x decreases
proportional to 1/x. In the figure we have the 12-lattice
periodicity at x = 0.08333 and 16-lattice periodicity at
x = 0.0625. For x = 0.2, 0.125 and 0.08333, the results
strongly suggest a finite condensation energy in the bulk
limit. The SC condensation energy obtained on the basis
of specific heat measurements agrees well with the vari-
ational Monte Carlo computations[99]. In general, the
Monte Carlo statistical errors are much larger than those
for the single-band Hubbard model. The large number of
Monte Carlo steps (more than 5.0×107) is required to get
convergent expectation values for each set of parameters.
In Fig.28 the order parameters ∆AF and ∆SC were

evaluated using the formula Econd = (1/2)N(0)∆2 where
N(0) is the density of states. Here we have set N(0) ∼
5/tdp since N(0) is estimated as N(0) ∼ 2 to 3 (eV )−1 for
optimally doped YBCO using N(0)(kBTc)

2/2[100]. The
phase diagram is consistent with the recently reported
phase diagram for layered cuprates[145].

H. Diagonal Stripe States in the Light-Doping

Region

Here we examine whether the relationship δ ∼ x holds
in the lower doping region or not, and whether the di-
agonal stripe state is obtained in the further lower dop-
ing region.[50] The elastic neutron scattering experiments
of LSCO in the light-doping region, 0.03 < x < 0.07,
revealed that the position of incommensurate magnetic
peaks changed from (1/2, 1/2± δ) to (1/2± δ′, 1/2± δ′)
as x becomes less than 0.06.[129, 130] This means that
the stripe direction rotates by 45 degrees to become di-
agonal at this transition. In the diagonal stripe states,
the magnetic peaks are observed to keep a relation δ ∼ x
that holds in the vertical stripe state in the low doping
region.
In Fig.29, we show the incommensurability of the most

stable stripe state as a function of x. Open squares and

triangles are values for diagonal and vertical incommen-
surate SDW’s obtained in the elastic neutron scattering
experiments on LSCO, respectively. Solid squares and
triangles show our results for the diagonal and vertical
stripes, respectively. These results are in a good agree-
ment with experimental data. We also found that the
phase boundary xcritical between the diagonal and ver-
tical stripe states lies at or above 0.0625 in the case of
U = 8 and t′ = −0.2. The following factors may give
rise to slight changes of the phase boundary xcritical:
the diagonal stripe state may be stabilized in the low-
temperature-orthorhombic (LTO) phase in LSCO. The
diagonal stripe state is probably stabilized further by
forming a line along larger next-nearest hopping direction
due to the anisotropic t′ generated by the Cu-O buckling
in the LTO phase.

I. Checkerboard States

A checkerboard-like density modulation with a
roughly 4a × 4a period (a is a lattice constant)
has also been observed by scanning tunneling mi-
croscopy (STM) experiments in Bi2Sr2CaCu2O8+δ,[146]
Bi2Sr2−xLaxCuO6+δ,[147] and Ca2−xNaxCuO2Cl2 (Na-
CCOC)[148]. It is important to clarify whether these in-
homogeneous states can be understood within the frame-
work of strongly correlated electrons.
Possible several electronic checkerboard states have

been proposed theoretically.[134, 149, 150] The charge
density ρi and spin density mi are spatially modulated
as

ρi =
∑

ℓ

ρℓcos(Q
c
ℓ · (ri − r0)), (52)

mi =
∑

ℓ

mℓcos(Q
s
ℓ · (ri − r0)). (53)

where ρℓ and mℓ are variational parameters. The striped
incommensurate spin-density wave state (ISDW) is de-
fined by a single Q vector. On the other hand, the
checkerboard ISDW state is described by the double-Q
set; for example, vertical wave vectors Qs

1 = (π, π± 2πδ)
and Qs

2 = (π ± 2πδ, π) describe a spin vertical checker-
board state, where two diagonal domain walls are orthog-
onal. Diagonal wave vectors Qs

1 = (π±2πδ, π±2πδ) and
Qs

2 = (π ± 2πδ, π ∓ 2πδ) lead to a spin diagonal checker-
board state with a 1/δ-period. The hole density forms
the charge vertical checkerboard pattern with vertical
wave vectors Qc

1 = (0,±4πδ) and Qc
2 = (2π ± 4πδ, 2π) in

which the hole density is maximal on the crossing point of
magnetic domain walls in the spin diagonal checkerboard
state. If δ = 1/8 is assumed, the charge modulation
pattern is consistent with the 4a × 4a charge structure
observed in STM experiments.
We found that the coexistent state of bond-centered

four-period diagonal and vertical spin-checkerboard
structure characterized by a multi-Q set is stabi-
lized and composed of 4 × 4 period checkerboard spin
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modulation.[151] In Fig.30(a), we show the condensa-
tion energies of some heterogeneous states, (Enormal −
Ehetero)/Nsite, with fixing the transfer energies t′ =
−0.32 and t′′ = 0.22 suitable for Bi-2212. The system is
a 16× 16 lattice with the electron-filling ρ = Ne/Nsite =
0.875. The energy of the normal state Enormal is cal-
culated by adopting mℓ = ρℓ = 0. In our calculations,
the condensation energies of both bond-centered stripe
and checkerboard states are always larger than those of
site-centered stripe and checkerboard states. The ver-
tical stripe state is not suitable in this parameter set
since this state is only stabilized with the LSCO-type
band. The four-period spin-diagonal checkerboard (DC)
state is significantly more stable than the eight-period
spin-DC state. We found that the coexistent state of the
bond-centered four-period spin-DC and four-period spin-
vertical checkerboard (VC) with ρℓ = 0 is most stable,
as shown in Fig.30(a). The measured expectation value
of the spin density is shown in Fig.30(b).

J. Improved Gutzwiller Function

We have presented the results based on the Gutzwiller
functions for the normal state, SDW state and BCS state.
We must consider a method to go beyond the Gutzwiller
function-based Monte Carlo method. One method to
achieve this purpose is to multiply the Jastrow correla-
tion operators to take into account the intersite correla-
tions. The simplest possible candidate is an introduction
of the diagonal intersite correlation factor:[152]

ψJastrow =
∏

jℓ( 6=0)

∏

σσ′

[1− (1− g(ℓ))njσnj+ℓσ′ ]ψn, (54)

for the variational parameter g(ℓ). We have investigated
the 2D Hubbard model by using the Jastrow-Gutzwiller
function.[111] The ground-state energy is lowered con-
siderably by considering the intersite correlations such
as nearest neighbor and next nearest neighbor spin and
charge correlations.
Here we consider the method to improve the

wave functions by an off-diagonal Jastrow correlation
operators.[94, 95, 153] The off-diagonal correlation fac-
tors are more effective to lower the ground state energy
in 2D systems. Let us consider the wave functions ψ(m)

defined in the following way:[95]

ψ(1) = ψG = e−αV ψ0, (55)

ψ(2) = e−λKe−αV ψ0, (56)

ψ(3) = e−λ′Ke−α′V ψ(2), (57)

· · · · · · (58)

and so on, whereK denotes the kinetic part of the Hamil-
tonian

K = −t
∑

〈ij〉σ

(c†iσcjσ + h.c.), (59)

FIG. 30: (a) Condensation energies of inhomogeneous states
with the bond-centered magnetic domain wall. The system is
a 16 × 16 lattice with t′ = −0.32, t′′ = 0.22, and U = 8 for
the case of ρ = 0.875. The static error bars are smaller than
the size of symbols. (b) Expectation value of the spin density
mi measured in the four-period spin-DC-VC solution. The
length of arrows is proportional to the spin density.

and V denotes the on-site Coulomb interaction. λ, λ′,
λ′′,α, α′ and α′′ are variational parameters. It is con-
sidered that ψ(m) approaches the true ground state wave
function as m grows larger since the ground state wave
function is written as

ψ = e−βHψ0 ≃ e−ǫ1Ke−ǫ1V · · · e−ǫmKe−ǫmV ψ0, (60)

for large β = ǫ1+ · · ·+ ǫm and small ǫi (i = 1, · · · ,m). If
we can extrapolate the expectation values from the data
for ψ(1), ψ(2), · · · , we can evaluate correct expectation
values.
The computations are performed by using the dis-

crete Hubbard-Stratonovich transformation as described
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in Section III.A. In the evaluation of the expectation val-
ues we generate the Monte Carlo samples by the impor-
tance sampling[95] with the weight function |w| = |w↑w↓|
where

wσ = det(φσ†0 exp(V σ(u, α)) · · · exp(V σ(s, α)φσ0 ). (61)

Since the Monte Carlo samplings are generated with the
weight |w|, the expectation values are calculated with the
sign of w in the summation over the generated samples.
In our calculations the negative sign problem has become
less serious due to the variational treatment, although
we encounter the inevitable negative sign problem in the
standard projector Monte Carlo approaches.[154]
In Fig.31 the energy is shown as a function of 1/m

where the SDW and normal states are chosen as the ini-
tial state ψ0. The extrapolated values for different ini-
tial states coincide with each other within Monte Carlo
statistical errors. The energy expectation values as a
function of U for 8 × 8 square lattice are presented in
Fig.32 for ψn = ψ(1), ψAF , ψ

(3). The extrapolated curve
is shown by the solid curve and the results obtained by
the quantum Monte Carlo simulation (QMC)[28] are also
shown as a reference. A good agreement between two cal-
culations support the method although the QMC gives
slightly higher energy for U = 8.

-16.0

-15.6

-15.2

-14.8

-14.4
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E

1 / m

FIG. 31: Energy as a function of 1/m for the single-band Hub-
bard model for Ne = 14 and U = 4 on the lattice of 4×4 sites.
For the upper and lower curves, the initial wave function ψ0 is
the Fermi sea and SDW state, respectively. The diamond in-
dicates the exact value obtained from the diagonalization.[95]

One can formulate an approach to consider the BCS
function with correlation operators.[96] For this end the
electron-hole transformation is introduced for the down
spin[155]: dk = c†−k↓, d†k = c−k↓. The up-spin electrons
are unaltered.
We show the energy versus 1/m in Fig.33 for ψ(m)

and ψ
(m)
s . From an extrapolation to the limit m → ∞,

both formulations predict the same limiting value for the
energy. The energy is lowered considerably due to the
correlation operators compared to that for the Gutzwiller
function. The energy in the d-wave SC state is always
lower than that in the normal state for each m. The

-2.0

-1.0

0.0

0.0 4.0 8.0 12.0

E
/N

U

FIG. 32: Energy as a function of U for 8 × 8 lattice at half-
filling for the single-band Hubbard model. From the top
the energies for ψn, ψAF , ψ

(3) and extrapolated values are
shown. The quantum Monte Carlo results are shown by open
circles.[95]
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FIG. 33: The energy versus 1/m for the single-band Hubbard
model on the lattice of 10× 10 sites. Solid and open symbols
are obtained for ψm with the normal and d-wave state initial
functions ψ0 and ψBCS , respectively. Parameters are given
by U = 8, t′ = −0.09 and Ne = 80.[96]

energy gain in the SC state remains the same order after
the multiplication of correlation factors.

K. Tc and ǫp − ǫd

Relationships between Tc and structural features in
cuprate high-temperature superconductors are very in-
teresting. Torrance and Metzger found the first such re-
lationship between Tc and the Madelung potential dif-
ference ∆VM .[156] Here ∆VM is the potential difference
between Cu and O sites in the CuO2 plane. Tc was found
to increase with decreasing ∆VM . There is an interest-
ing tendency of increasing Tc with increasing relative ra-
tio of hole density at oxygen site against that at copper
site.[117]
Here we show the results obtained by using the
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FIG. 34: The exponent x (superconductivity strength) as a
function of ǫp−ǫd, where the level difference ǫp−ǫd is positive.

FIG. 35: The exponent x as a function of ǫp − ǫd, where the
level difference ǫp − ǫd is negative.

perturbation theory[62–66]. There have been many
similar works by making some kind of approximation
such as Random phase approximation (RPA)[157–159],
fluctuation-exchange approximation (FLEX)[160–163],
effective spin-fluctuations[4, 164, 165], and perturbation
theory in terms of U [166–168]. An application was made
for Sr2RuO4 where we need to consider the multi-band
structure including α and β orbitals[169], and also to the
three-dimensional d-p model[170]. In our formulation the

gap function is written as

∆ = exp

(

−
2

xU2
d

)

. (62)

The exponent x indicates the strength of superconduc-
tivity. The results are in Figs. 34 and 35.[171] As shown
in the figure, for positive ǫp − ǫd, with increase of ǫp − ǫd
the exponent x increases monotonously. This means the
increase of superconducting gap and so of Tc, and is con-
sistent with the wide-range tendency of the variational
Monte Carlo calculation.[24, 172] This tendency can be
understood in terms of

Ueff = Ud〈u
0
k〉

2 =
Ud

4



1 +
1

√

1 + 16t2dp/(ǫp − ǫd)2





2

,

(63)
where u0k is the weight ofd electrons. This clearly in-
dicates that increase of ǫp − ǫd leads to the increase of
Ueff and subsequently of x. In the case of ǫp − ǫd < 0,
we take account of finite Coulomb repulsion Up on oxy-
gen sites. The effective interaction coming from Up is
similarly given by the susceptibility with the weight of
p electrons. The results of x with Up/Ud = 6/8 indi-
cates that all four types of even parity (b1g, b2g, a1g and
a2g) SC strength values increase, so that Tc is raised, as
the absolute value |ǫp − ǫd| increases in this region. This
result shows that Up also plays an important role as well.
Let us give a discussion on this result. Increase of

|ǫp − ǫd| in the region of ǫp − ǫd < 0 means decrease of
∆VM = |e|(V O

M − V Cu
M ) since ǫp − ǫd = (AO

2 − ICu
3 ) +

|e|(V O
M − V Cu

M ), where AO
2 is the second electron affinity

of oxygen atom and ICu
3 is the third electron ionicity of

copper atom and e is the charge of electron. Therefore,
this relation is consistent with the systematics reported
in [156]. With increase of the distance of the apex oxygen
away from the CuO2 plane, cuprate superconductors are
known to increase Tc.[173] The accompanying raise of ǫd
should tend to increase Tc.

The Coulomb interaction between p electrons on oxy-
gen atom will raise the level of p electrons effectively.
This leads to the lowering of p hole level ǫp or the raise
of ǫd relatively. This indicates that Tc will be increased
by the Coulomb interaction between p electrons.

IV. QUANTUM MONTE CARLO STUDIES

A. Quantum Monte Carlo Method

The Quantum Monte Carlo (QMC) method is a nu-
merical method that is employed to simulate the behav-
ior of correlated electron systems. We outline the QMC
method in this section. The Hamiltonian is the Hubbard
model that contains the on-site Coulomb repulsion and
is written as
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H = −
∑

ijσ

tij(c
†
iσcjσ + h.c.) + U

∑

j

nj↑nj↓, (64)

where c†jσ (cjσ) is the creation (annihilation) operator of

an electron with spin σ at the j-th site and njσ = c†jσcjσ.
tij is the transfer energy between the sites i and j. tij = t
for the nearest-neighbor bonds. For all other cases tij =
0. U is the on-site Coulomb energy. The number of sites
is N and the linear dimension of the system is denoted
as L. The energy unit is given by t and the number of
electrons is denoted as Ne.

In a Quantum Monte Carlo simulation, the ground
state wave function is

ψ = e−τHψ0, (65)

where ψ0 is the initial one-particle state represented by
a Slater determinant. For large τ , e−τH will project out
the ground state from ψ0. We write the Hamiltonian as
H = K+V where K and V are the kinetic and interaction
terms of the Hamiltonian in Eq.(64), respectively. The
wave function in Eq.(65) is written as

ψ = (e−∆τ(K+V ))Mψ0 ≈ (e−∆τKe−∆τV )Mψ0, (66)

for τ = ∆τ · M . Using the Hubbard-Stratonovich
transformation[27, 94], we have

exp(−∆τUni↑ni↓) =
1

2

∑

si=±1

exp(2asi(ni↑ − ni↓)

−
1

2
U∆τ(ni↑ + ni↓)), (67)

for (tanha)2 = tanh(∆τU/4) or cosh(2a) = e∆τU/2. The
wave function is expressed as a summation of the one-
particle Slater determinants over all the configurations
of the auxiliary fields sj = ±1. The exponential operator
is expressed as

(e−∆τKe−∆τV )M =
1

2NM

∑

{si(ℓ)}

∏

σ

Bσ
M (si(M))

× Bσ
M−1(si(M − 1)) · · ·Bσ

1 (si(1)),

(68)

where we have defined

Bσ
ℓ ({si(ℓ)}) = e−∆τKσe−Vσ({si(ℓ)}), (69)

for

Vσ({si}) = 2aσ
∑

i

siniσ −
1

2
U∆τ

∑

i

niσ, (70)

Kσ = −
∑

ij

tij(c
†
iσcjσ + h.c.). (71)

The ground-state wave function is

ψ =
∑

m

cmφm, (72)

where φm is a Slater determinant corresponding to a con-
figuration m = {si(ℓ)} (i = 1, · · · , N ; ℓ = 1, · · · ,M) of
the auxiliary fields:

φm =
∏

σ

Bσ
M (si(M)) · · ·Bσ

1 (si(1))ψ0

≡ φ↑mφ
↓
m. (73)

The coefficients cm are constant real numbers: c1 = c2 =
· · · . The initial state ψ0 is a one-particle state. If elec-
trons occupy the wave numbers k1, k2, · · · , kNσ

for each

spin σ, ψ0 is given by the product ψ↑
0ψ

↓
0 where ψσ

0 is the
matrix represented as[31]









eik1·r1 eik2·r1 · · · · · · eikNσ ·r1

eik1·r2 eik2·r2 · · · · · · · · ·
· · · · ·

eik1·rN eik2·rN · · · · · ·









. (74)

Nσ is the number of electrons for spin σ. In actual calcu-
lations we can use a real representation where the matrix
elements are cos(ki · rj) or sin(ki · rj). In the real-space
representation, the matrix of Vσ({si}) is a diagonal ma-
trix given as

Vσ({si}) = diag(2aσs1 − U∆τ/2, · · · , 2aσsN − U∆τ/2).
(75)

The matrix elements of Kσ are

(Kσ)ij = −t i, j are nearest neighbors

= 0 otherwise. (76)

φσm is an N ×Nσ matrix given by the product of the ma-
trices e−∆τKσ , eVσ and ψσ

0 . The inner product is thereby
calculated as a determinant[38],

〈φσmφ
σ
n〉 = det(φσ†m φσn). (77)

The expectation value of the quantity Q is evaluated as

〈Q〉 =

∑

mn〈φmQφn〉
∑

mn〈φmφn〉
. (78)

If Q is a bilinear operator Qσ for spin σ, we have

〈Qσ〉 =

∑

mn〈φ
σ
mQσφ

σ
n〉〈φ

−σ
m φ−σ

n 〉
∑

mn〈φ
σ
mφ

σ
n〉〈φ

−σ
m φ−σ

n 〉

=

∑

mn〈φ
σ
mQσφ

σ
n〉det(φ

−σ†
m φ−σ

n )
∑

mn det(φ
σ†
m φσn)det(φ

−σ†
m φ−σ

n )

=
∑

mn

det(φσ†m φσn)det(φ
−σ†
m φ−σ

n )
∑

m′n′ det(φ
σ†
m′φσ′n)det(φ

−σ†
m′ φ

−σ
n′ )

×
〈φσmQσφ

σ
n〉

〈φσmφ
σ
n〉

. (79)

The expectation value with respect to the Slater deter-
minants 〈φσmQσφ

σ
n〉 is evaluated using the single-particle

Green’s function[31, 38],

〈φσmciσc
†
jσφ

σ
n〉

〈φσmφ
σ
n〉

= δij − (φσn(φ
σ†
m φσn)

−1φσ†m )ij . (80)
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In the above expression,

Pmn ≡ det(φσmφ
σ
n)det(φ

−σ
m φ−σ

n ) (81)

can be regarded as the weighting factor to obtain the
Monte Carlo samples. Since this quantity is not neces-
sarily positive definite, the weighting factor should be
|Pmn|; the resulting relationship is,

〈Qσ〉 =
∑

mn

Pmn〈Qσ〉mn/
∑

mn

Pmn

=
∑

mn

|Pmn|sign(Pmn)〈Qσ〉mn/
∑

mn

|Pmn|sign(Pmn)

(82)

where sign(a) = a/|a| and

〈Qσ〉mn =
〈φσmQσφ

σ
n〉

〈φσmφ
σ
n〉

. (83)

This relation can be evaluated using a Monte Carlo pro-
cedure if an appropriate algorithm, such as the Metropo-
lis or heat bath method, is employed[94]. The summa-
tion can be evaluated using appropriately defined Monte
Carlo samples,

〈Qσ〉 =
1

nMC

∑

mn sign(Pmn)〈Qσ〉mn

1
nMC

∑

mn sign(Pmn)
, (84)

where nMC is the number of samples. The sign problem
is an issue if the summation of sign(Pmn) vanishes within
statistical errors. In this case it is indeed impossible to
obtain definite expectation values.

B. Quantum Monte Carlo Diagonalization

1. Basic Method and Optimization

Quantum Monte Carlo diagonalization (QMD) is a
method for the evaluation of 〈Qσ〉 without the negative

sign problem.[41] A bosonic version of this method was
developed before in Ref.[174]. The configuration space
of the probability ‖Pmn‖ in Eq.(84) is generally very
strongly peaked. The sign problem lies in the distribu-
tion of Pmn in the configuration space. It is important
to note that the distribution of the basis functions φm
(m = 1, 2, · · · ) is uniform since cm are constant numbers:
c1 = c2 = · · · . In the subspace {φm}, selected from all
configurations of auxiliary fields, the right-hand side of
Eq.(78) can be determined. However, the large number
of basis states required to obtain accurate expectation
values is beyond the current storage capacity of comput-
ers. Thus we use the variational principle to obtain the
expectation values.
From the variational principle,

〈Q〉 =

∑

mn cmcn〈φmQφn〉
∑

mn cmcn〈φmφn〉
, (85)

where cm (m = 1, 2, · · · ) are variational parameters. In
order to minimize the energy

E =

∑

mn cmcn〈φmHφn〉
∑

mn cmcn〈φmφn〉
, (86)

the equation ∂E/∂cn = 0 (n = 1, 2, · · · ) is solved for,

∑

m

cm〈φnHφm〉 − E
∑

m

cm〈φnφm〉 = 0. (87)

If we set

Hmn = 〈φmHφn〉, (88)

Amn = 〈φmφn〉, (89)

the eigen-equation is

Hu = EAu, (90)

for u = (c1, c2, · · · )
t. Since φm (m = 1, 2, · · · ) are not

necessarily orthogonal, A is not a diagonal matrix. We
diagonalize the Hamiltonian A−1H, and then calculate
the expectation values of correlation functions with the
ground state eigenvector.
In Quantum Monte Carlo simulations an extrapola-

tion is performed to obtain the expectation values for
the ground-state wave function. IfM is large enough, the
wave function in Eq.(72) will approach the exact ground-
state wave function, ψexact, as the number of basis func-
tions, Nstates, is increased. If the number of basis func-
tions is large enough, the wave function will approach,
ψexact, as M is increased. In either case the method em-
ployed for the reliable extrapolation of the wave function
is a key issue in calculating the expectation values. The
variance method was recently proposed in variational and
Quantum Monte Carlo simulations, where the extrapo-
lation is performed as a function of the energy variance.
We can expect linearity in some cases[175]:

〈Q〉 −Qexact ∝ v, (91)

where v denotes the variance defined as

v =
〈(H − 〈H〉)2〉

〈H〉2
(92)

and Qexact is the expected exact value of the quantity Q.
The simplest procedure for optimizing the ground-

state wave function is to increase the number of basis
states {φm} by random sampling. First, we set τ and
M , for example, τ = 0.1, 0.2, · · · , and M = 20, 30, · · · .
We denote the number of basis functions as Nstates. We
start with Nstates = 100 ∼ 300 and then increase up to
10000. This procedure can be outlined as follows:

A1. Generate the auxiliary fields si (i = 1, · · · , N)
in Bσ

ℓ ({si})) randomly for ℓ = 1, · · · ,M for φm
(m = 1, · · · , Nstates), and generate Nstates basis wave
function {φm}.
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A2. Evaluate the matrices Hmn = 〈φmHφn〉 and
Amn = 〈φmφn〉, and diagonalize the matrix A−1H to
obtain ψ =

∑

m cmφm. Then calculate the expectation
values and the energy variance.

A3. Repeat the procedure from A1 after increas-
ing the number of basis functions.

For small systems this random method produces
reliable energy results. The diagonalization plays an
importance producing fast convergence. In order to
lower the ground-state energy efficiently, we can employ
a genetic algorithm[176] to generate the basis set from
the initial basis set. One idea is to replace some parts
of {si(ℓ)} (i = 1, · · · , N ; ℓ = 1, · · · ,M) in φn that has

the large weight |cn|
2
to generate a new basis function

φ′n. The new basis function φ′n obtained in this way is
expected to also have a large weight and contribute to
ψ. The details of the method are shown in Ref.[41].

2. Ground State Energy and Correlation Functions

The energy as a function of the variance is presented
in Figs.36, 37 and 38 for 4 × 4, 6 × 2 and 6 × 6, respec-
tively. To obtain these results the genetic algorithm was
employed to produce the basis functions except the open
symbols in Fig.37. The 4 × 4 where Ne = 10 in Fig.36
is the energy for the closed shell case up to 2000 basis
states. The other two figures are for open shell cases,
where evaluations were performed up to 3000 states. We
show the results for the 4× 4, 6× 2 and 6× 6 systems in
Table II.
The Fig. 39 is the momentum distribution function

n(k),

n(k) =
1

2

∑

σ

〈c†kσckσ〉, (93)

for 14×14 sites where the results for the Gutzwiller VMC
and the QMD are indicated. The Gutzwiller function
gives the results that n(k) increases as k approaches kF
from above the Fermi surface. This is clearly unphysi-
cal. This flaw of the Gutzwiller function near the Fermi
surface is not observed for the QMD result.

3. Spin Gap in the Hubbard Ladder

Here we show the results for one-dimensional models.
The ground state of the 1D Hubbard model is no longer
Fermi liquid for U > 0. The ground state is insulating at
half-filling and metallic for less than half-filling. The Fig.
40 is the spin and charge correlation functions, S(k) and
C(k), as a function of the wave number, for the 1D Hub-
bard model where N = 80. The 2kF singularity can be
clearly identified where the dotted line is for U = 0. The

TABLE II: Ground state energy per site from the Hubbard
model. The boundary conditions are periodic in both direc-
tions. The current results are presented under the column
labeled QMD. The constrained path Monte Carlo (CPMC)
results are from Refs.[38]. The column VMC is the results

obtained for the optimized variational wave function ψ
(2)
λ ex-

cept for 6 × 2 for which ψ
(1)
λ is employed. The QMC re-

sults are from Ref.[35]. Exact results are obtained using
diagonalization[177].

Size Ne U QMD VMC CPMC QMC Exact
4× 4 10 4 -1.2237 -1.221(1) -1.2238 -1.2238
4× 4 14 4 -0.9836 -0.977(1) -0.9831 -0.9840
4× 4 14 8 -0.732(2) -0.727(1) -0.7281 -0.7418
4× 4 14 10 -0.656(2) -0.650(1) -0.6754
4× 4 14 12 -0.610(4) -0.607(2) -0.606 -0.6282
6× 2 10 2 -1.058(1) -1.040(1) -1.05807
6× 2 10 4 -0.873(1) -0.846(1) -0.8767
6× 6 34 4 -0.921(1) -0.910(2) -0.925
6× 6 36 4 -0.859(2) -0.844(2) -0.8608

spin correlation is enhanced and the charge correlation
function is suppressed slightly because of the Coulomb
interaction.

The spin correlation function S(k) for the Hubbard
ladder is presented in Fig.41, where U = 4 and td = 1.
S(k) is defined as

S(k) =
1

N

∑

iℓ,jℓ′

eik·(Riℓ−Rjℓ′ )〈(nℓi↑ −nℓi↓)(nℓ′j↑ −nℓ′j↓)〉,

(94)
where Riℓ denotes the site (i, ℓ) (ℓ=1,2). We use the
convention that k = (k, ky) where ky = 0 and π indicate
the lower band and upper band, respectively. There are
four singularities at 2kF1, 2kF2, kF1−kF2, and kF1+kF2

for the Hubbard ladder, where kF1 and kF2 are the Fermi
wave numbers of the lower and upper band, respectively.

It has been expected that the charge gap opens up as U
turns on at half-filling for the Hubbard ladder model. In
Fig.42 the charge gap at half-filling is shown as a function
of U . The charge gap is defined as

∆c = E(Ne + 2) + E(Ne − 2)− 2E(Ne), (95)

where E(Ne) is the ground state energy for the Ne elec-
trons. The charge gap in Fig.42 was estimated using the
extrapolation to the infinite system from the data for the
20× 2, 30× 2, and 40× 2 systems. The data suggest the
exponentially small charge gap for small U or the exis-
tence of the critical value Uc in the range of 0 ≤ Uc < 1.5,
below which the charge gap vanishes.
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FIG. 36: Energy as a function of the variance for 4×4, U = 4
and Ne = 10. The square is the exact result. The data
fit using a straight line using the least-square method as the
variance is reduced. We started with Nstates = 100 (first solid
circle) and then increase up to 2000.
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FIG. 37: Energy as a function of the variance for 6×2Ne = 10
and U = 4. The square is the exact value obtained using exact
diagonalization.

4. Magnetization in 2D Hubbard Model

The ground state of the 2D Hubbard model at half-
filling is antiferromagnetic for U > 0 because of the nest-
ing due to the commensurate vector Q = (π, π). The
Gutzwiller function predicts that the magnetization

m =

∣

∣

∣

∣

∣

∣

1

N

∑

j

(nj↑ − nj↓)e
iQ·Rj

∣

∣

∣

∣

∣

∣

(96)

increases rapidly as U increases and approaches m = 1
for large U . In Fig.43 the QMD results are presented for
m as a function of U . The previous results obtained using
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FIG. 38: Energy as a function of the variance v for 6×6. with
the periodic boundary conditions. Solid circles and crosses are
data obtained from the QMD method for two different initial
configurations of the auxiliary fields. Gray open circles show
results obtained from a simple 1/2N -method with 300 basis
wave functions[41].
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FIG. 39: Momentum distribution function for the 14 × 14
lattice. Parameters are U = 4 and Ne = 146. The boundary
conditions are periodic in both directions. The results for the
Gutzwiller function (open circle) are also provided.

the QMC method are plotted as open circles. The gray
circles are for the λ-function VMC method and squares
are the Gutzwiller VMC data. Clearly, the magnetization
is reduced considerably because of the fluctuations, and
is smaller than the Gutzwiller VMC method by about 50
percent.
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FIG. 40: Spin (solid circle) and charge (open circle) correla-
tion functions obtained from the QMD method for the one-
dimensional Hubbard model with 80 sites. The number of
electrons is 66. We set U = 4 and use the periodic boundary
condition.
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FIG. 41: Spin correlation function obtained from the QMD
method for the ladder Hubbard model for 60 × 2 sites with
periodic boundary condition. The number of electrons is 80
and U = 4. The upper line is for the upper band and the lower
line is for the lower band. Singularities are at kF1−kF2, 2kF2,
kF1+kF2 and 2kF1 from left. The dotted lines are for U = 0.

C. Pair Correlation Function

The pair correlation function Dαβ is defined by

Dαβ(ℓ) = 〈∆†
α(i+ ℓ)∆β(i)〉, (97)

where ∆α(i), α = x, y, denote the annihilation operators
of the singlet electron pairs for the nearest-neighbor sites:

∆α(i) = ci↓ci+α̂↑ − ci↑ci+α̂↓. (98)
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FIG. 42: Charge gap as a function of U for td = 1 (circles).
The DMRG results (squares) are provided for comparison[58].
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FIG. 43: Magnetization as a function of U for the half-filled
Hubbard model after extrapolation at the limit of large N .
Solid circles are the QMD results, and open circles are results
obtained from the QMC method[28]. The squares are the
Gutzwiller-VMC results[43] and gray solid circles show the

3rd λ-function (ψ
(3)
λ ) VMC results carried out on the 8 × 8

lattice[95]. The diamond symbol is the value from the two-
dimensional Heisenberg model where m = 0.615[179, 180].

Here α̂ is a unit vector in the α(= x, y)-direction. We
consider the correlation function of d-wave pairing:

Pd(ℓ) = 〈∆d(i+ ℓ)†∆d(i)〉, (99)

where

∆d(i) = ∆x(i) + ∆−x(i)−∆y(i)−∆−y(i). (100)

i and i+ ℓ denote sites on the lattice.
We show how the pair correlation function is evalu-

ated in quantum Monte Carlo methods. We show the
pair correlation functions Dyy and Dyx on the lattice
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FIG. 44: Pair correlation functionDyy(ℓ) andDyx(ℓ) for 4×3,
U = 4 and Ne = 10 obtained by the diagonalization quantum
Monte Carlo method. The square are the exact results ob-
tained by the exact diagonalization method. The data fit
using a straight line using the least-square method as the
variance is reduced. We started with Nstates = 100 (first
solid circles) and then increase up to 2000.
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FIG. 45: Pair correlation functionDyy(ℓ) andDyx(ℓ) for 4×3,
U = 4 and Ne = 10 obtained by the Metropolis quantum
Monte Carlo method. The square are the exact results ob-
tained by the exact diagonalization method. An extrapola-
tion is performed as a function of 1/M .

4 × 3 in Figs.44 and 45. The boundary condition is
open in the 4-site direction and is periodic in the other
direction. An extrapolation is performed as a function
of 1/M in the QMC method with Metropolis algorithm
and as a function of the energy variance v in the QMD
method with diagonalization. We keep ∆τ a small con-
stant ≃ 0.02 ∼ 0.05 and and increase τ = ∆τ · M ,
whereM is the division number. In the Metropolis QMC
method, we calculated averages over 5×105 Monte Carlo
steps. The exact values were obtained by using the exact
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FIG. 46: Pair correlation function Dyy(ℓ) as a function of the
energy variance v for 30× 2, U = 4 and Ne = 48 obtained by
the diagonalization quantum Monte Carlo method.
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FIG. 47: Pair correlation functionDyy(ℓ) as a function of 1/M
for 30 × 2, U = 4 and Ne = 48 obtained by the Metropolis
quantum Monte Carlo method.

diagonalization method. Two methods give consistent
results as shown in figures. All the Dyy(ℓ) and Dyx(ℓ)
are suppressed on 4×3 as U is increased. In general, the
pair correlation functions are suppressed in small sys-
tems. In Figs.46 and 47, we show the inter-chain pair
correlation function for the ladder model 30× 2. We use
the open boundary condition. The number of electrons is
Ne = 48, and the strength of the Coulomb interaction is
U = 4. ∆y(i) indicates the electron pair along the rung,
and Dyy(ℓ) is the expectation value of the parallel move-
ment of the pair along the ladder. The results obtained
by two methods are in good agreement except ℓ = (1, 0)
(nearest-neighbor correlation).
We first consider the half-filled case with t′ = 0; in

this case the antiferromagnetic correlation is dominant
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FIG. 48: Pair correlation function Pd as a function of the
distance R = |ℓ| on 8×8 lattice for the half-filled caseNe = 64.
We set t′ = 0.0 and U = 0, 3 and 4. To lift the degeneracy of
electron configurations at the Fermi energy in the half-filled
case, we included a small staggered magnetization ∼ 10−4 in
the initial wave function ψ0.

10
-2

10
-1

10
0

0 1 2 3 4 5 6 7 8

U = 0

U = 4

U = 6

P
d

R

FIG. 49: Pair correlation function Pd as a function of the
distance R = |ℓ| on 8×8 lattice for Ne = 54. We set t′ = −0.2
and U = 0, 4 and 6.

over the superconductive pairing correlation and thus the
pairing correlation function is suppressed as the Coulomb
repulsion U is increased. The Fig.48 exhibits the d-wave
pairing correlation function Pd on 8× 8 lattice as a func-
tion of the distance. The Pd is suppressed due to the
on-site Coulomb interaction, as expected. Its reduction
is, however, not so considerably large compared to pre-
vious QMC studies [39] where the pairing correlation is
almost annihilated for U = 4. We then turn to the case
of less than half-filling. We show the results on 8×8 with
electron number Ne = 54. We show Pd as a function of
the distance in Fig.49 (Ne = 54). In the scale of this
figure, Pd for U > 0 is almost the same as that of the
non-interacting case, and is enhanced slightly for large
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FIG. 50: Pair correlation function Pd as a function of the
distance R = |ℓ| on 10× 10 lattice for Ne = 82 and t′ = −0.2.
The strength of the Coulomb interaction is U = 0, 3 and 5.
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FIG. 51: Enhancement ratio of pair correlation function
Pd|U/Pd|U=0 as a function of the linear system size L for
U = 4 and U = 2. The electron density ne is about 0.8:
ne ∼ 0.8 for squares. The data for U = 4 and ne ∼ 0.18 are
also shown by circles.

U . Our results indicate that the pairing correlation is
not suppressed and is indeed enhanced by the Coulomb
interaction U , and its enhancement is very small.
The Fig.50 shows Pd on 10×10 lattice. This also indi-

cates that the pairing correlation function is enhanced for
U > 0. There is a tendency that Pd is easily suppressed
as the system size becomes small. We estimated the en-
hancement ratio compared to the non-interacting case
Pd(ℓ)|U/Pd(ℓ)|U=0 at |ℓ| ∼ L/2 for ne ∼ 0.8 as shown
in Fig.51. This ratio increases as the system size is in-
creased. To compute the enhancement, we picked the
sites, for example on 8× 8 lattice, ℓ = (3, 2), (4,0), (4,1),
(3,3), (4,2), (4,3), (5,0), (5,1) with |ℓ| ∼ 4 − 5 and eval-
uate the mean value. In our computations, the ratio in-
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FIG. 52: Enhancement ratio of pair correlation function
Pd|U/Pd|U=0 as a function of the electron density ne. We
adopt t′ = −0.2 and U = 4. For the half-filled case, the dia-
monds show that for t′ = 0 on 8 × 8 lattice (solid diamond)
and 6× 6 lattice (open diamond). The square is for t′ = −0.2
on 8× 8 and 10× 10 where there is no enhancement.
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FIG. 53: Spin susceptibility χ(Q) as a function of 1/M or
the variance v for a 6× 2 lattice with the periodic boundary
condition. The number of electrons is 10. We set ∆τ =
0.01. The solid circles and open circles are obtained by using
the QMC method and the QMD method, respectively. The
squares indicate exact values. The variance v is multiplied by
a numerical constant. We set U = 2, 3, and 4 in units of t.

creases almost linearly indicating a possibility of super-
conductivity. This indicates Pd(ℓ) ∼ LPd(ℓ) ∼ ℓPd(ℓ)
for ℓ ∼ L. Because Pd(ℓ)|U=0 ∼ 1/|ℓ|3, we obtain
Pd(ℓ) ∼ ℓPd(ℓ) ∼ 1/|ℓ|2 for |ℓ| ∼ L. This indicates that
the exponent of the power law is 2. When U = 2, the
enhancement is small and is almost independent of L.
In the low density case, the enhancement is also sup-
pressed being equal to 1. In Fig.52, the enhancement
ratio is shown as a function of the electron density ne for
U = 4. A dome structure emerges even in small systems.
The square in Fig.52 indicates the result for the half-filled
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FIG. 54: Staggered spin susceptibility χ−+
stag as a function of

L4 at half-filling with t′ = 0 for U = 2, 3, and 4. We use
the periodic and antiperiodic boundary conditions in the x
and y directions, respectively. The lowest line is for U = 0,
which is fitted by a logarithmic curve. The open circles show
the results for the Gutzwiller function with U = 4, which
exhibits a logarithmic dependence.
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FIG. 55: Isotropic s-wave susceptibility χs
pair as a function

of L2 for the negative-U Hubbard model with U = −2, -
3, and -4, and t′ = 0. The circles indicate the results for
ne ∼ 0.8, where we use the periodic boundary condition in
both the x and y directions, and the chemical potential is
set at the center of the level spacing between adjacent energy
levels. The lowest dotted line is for U = 0 (ne ∼ 0.75),
which is fitted by a logarithmic curve, that is, χs

pair ∼ log(L).
We show χs

pair for ne ∼ 0.9 and U = −4 by squares, where
the boundary condition is antiperiodic in one direction and
periodic in the other direction.
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FIG. 56: The d-wave susceptibility χd
pair as a function of L2

for the repulsive-U Hubbard model with U = 2, 3, 4, and 5.
We use the periodic boundary condition in both the x and y
directions. The solid circles present the results with t′ = −0.2
and ne ∼ 0.87 for U = 2, 3, 4 and 5. For the solid squares
the parameters are t′ = −0.1 and ne ∼ 0.82 with U = 4.
The open squares are for t′ = −0.2, ne ∼ 1 (near half-filling)
and U = 4. The open circles indicate the results for t′ = 0,
ne ∼ 0.85 and U = 4. The lowest line for U = 0 is fitted by a
logarithmic curve: χd

pair ∼ log(L).

case with t′ = −0.2 on 8×8 lattice. This is the open shell
case and causes a difficulty in computations as a result of
the degeneracy due to partially occupied electrons. The
inclusion of t′ < 0 enhances Pd compared to the case with
t′ = 0 on 8× 8 lattice. Pd is, however, not enhanced over
the non-interacting case at half-filling. This also holds for
10 × 10 lattice where the enhancement ratio ∼ 1. This
indicates the absence of superconductivity at half-filling.

D. Spin Susceptibility

We proposde a method to compute the magnetic sus-
ceptibility at absolute zero (T = 0).[178] We add the
source term H1 to the Hamiltonian as follows

H1 = g
∑

j

c†j↑cj↓e
iq·Rj + h.c. = g(S+

−q + h.c.), (101)

where g is a small real number of the order 10−3 or 10−4.
We calculate −〈S−

q 〉/g in the ground state, which is, as
shown by the linear response theory, the magnetic sus-
ceptibility

−〈S−
q 〉/g =

∫ ∞

−∞

dtGret(t,q)
∣

∣

∣

T→0
= χ−+(q, ω = 0)

∣

∣

∣

T→0
,

(102)
in the limit of small g, where Gret is the retarded Green
function and χ−+(q, ω) is the dynamical susceptibility,

χ−+(q, ω) = i

∫ ∞

0

dteiωt〈[S−
q (t), S+

−q(0)]〉. (103)

Indeed, the above formula gives the correct spin suscepti-
bility χ−+(q, ω = 0) on the finite lattice for the noninter-
acting case, which is given by

∑

k(f(ξk+q)−f(ξk))/(ξk−
ξk+q) with the Fermi distribution function f(ξ). We
calculate −〈S−

q 〉/g by using the quantum Monte Carlo

method to obtain χ−+(q, ω = 0).
We examine the results obtained for the susceptibil-

ities. Figure 53 shows the spin susceptibility χ(Q) =
χ−+(Q,ω = 0) for Q = (π, π) on a 6 × 2 lattice as a
function of 1/m or the energy variance v. The number
of electrons is 10. The expectation values agree well with
exact values given by the exact diagonalization method.
We now compute the staggered susceptibility χ−+

stag by

adding the source term H1 = g
∑

j(c
†
j↑cj↓(−1)jx+jy +

h.c.) to the Hamiltonian, where j = (jx, jy). Here we
set the periodic and antiperiodic boundary conditions in
the x and y directions, respectively, to avoid a numer-
ical difficulty caused by the degeneracy between states
k and k + Q where Q = (π, π). It has been shown
that a long-range spin correlation exists in the ground
state of the half-filled Hubbard model with t′ = 0 for
U > 0[40, 41, 179, 180]. In the case U = 0, χ−+

stag exhibits

a double logarithmic behavior (log(L))2. χ−+
stag is shown

as a function of L in Fig.54 for U = 2, 3, and 4. The
obtained values are well fitted by L4 and χ−+

stag diverges
in the limit of a large system size L:

χ−+
stag ∼ L4. (104)

This result is consistent with the existence of the long-
range spin correlation for U > 0[179, 180]. The de-
gree of divergence of χ−+

stag is beyond the criterion of the
Kosterlitz-Thouless transition, and thus the long-range
order represented by χ−+

stag belongs to a different cate-

gory. The L4 behavior of χstag is consistent with the
predictions of perturbation theory in the 2D non-linear
sigma model at low temperatures[181].

E. Pair Susceptibility

In this section we consider a method to evaluate the
pair susceptibility χpair at T = 0. In order to compute
the pair susceptibility, we use an electron-hole transfor-

mation for the down spin, ci↓ = d†i , whereas the up-spin
electrons are unaltered, ci↑ = ci. For the on-site s-wave
pairing, the source term is given by the following expres-
sion

Hs
1 = g

∑

i

(c†idi + h.c.). (105)

For the anisotropic d-wave pairing, we add

Hd
1 = g

∑

i,µ(=±x,±y)

(aµc
†
i+µ↑c

†
i↓ + h.c.)

= g
∑

i,µ(=±x,±y)

(aµc
†
i+µdi + h.c.), (106)
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where a±x = 1 and a±y = −1. The s-wave and d-wave
pair susceptibility are respectively:

χs
pair = −

1

g

1

N

∑

i

(〈c†idi〉+ h.c.),

χd
pair = −

1

g

1

N

∑

i,µ(=±x,±y)

(aµ〈c
†
i+µdi〉+ h.c.).(107)

Using the Fourier transformation, the source term
for the pair potential is written as follows Ha

1 =

g
∑

k zk(c
†
−k↓c

†
k↑ + h.c.) for a = s or d with the k-

dependence factor zk. If we define ∆k = 〈ck↑c−k↓〉, then
for a small value of g, we have the following

∆k/g = −
∑

k′

zk′

∫ ∞

−∞

dt′Gret(t− t′; k, k′), (108)

where

Gret(t− t′; k, k′) = iθ(t− t′)〈[bk(t), b
†
k′(t

′)]〉, (109)

for bk = ck↑c−k↓ and bk(t) = eiHtbke
−iHt. On the basis of

analytic continuation, using the thermal Green function,
∆k is written as

∆k/g = −
∑

k′

∫ β

0

dτeiωnτ 〈Tτ bk(τ)b
†
k′(0)〉iωn→0. (110)

In the noninteracting system, this formula exhibits log-
arithmic divergence on the finite lattice L × L: χpair =
A〈|zk|

2〉log(cL) with constants A and c, which can be
confirmed by numerical estimations on finite systems.
In the Kosterlitz-Thouless theory, the susceptibility is

scaled as follows[182, 183]: χ ∼ ξ2−η, where ξ is the
coherence length. ξ is of order L on a lattice L × L if
long-range coherence exists. The exponent η is expected
to be 0 at absolute zero. Thus χ scales as χ ∼ L2 in the
ground state if the Kosterlitz-Thouless transition occurs
at some temperature.
First, we investigate χs

pair for the attractive Coulomb
interaction U < 0. For this model, the existence of a
Kosterlitz-Thouless transition has been predicted on the
basis of quantum Monte Carlo methods[34, 183]. The
results in Fig.55 show that the size dependence for t′ = 0
and ne ∼ 0.8 is

χs
pair ∼ L2, (111)

which is consistent with previous studies, and shows the
existence of a Kosterlitz-Thouless transition for the at-
tractive interaction. At near half-filling, χs

pair is more
enhanced than that at ne ∼ 0.8. Second, let us investi-
gate the d-wave pair susceptibility χd

pair for the repulsive
Coulomb interaction. Pair susceptibilities are sensitively
dependent on the band structure, particularly the energy
of the van Hove singularity, as a characteristic of two-
dimensional systems. We compute χd

pair at an electron
density ne ∼ 0.87, a value near that of optimally doped

high-temperature cuprates. We set t′ = −0.2. Figure 56
shows χd

pair as a function of L2 for U = 2, 3, 4, and 5
with t′ = −0.2 and ne ∼ 0.87. This shows that

χd
pair ∼ L2, (112)

if U is moderately large. This result shows that a d-wave
superconducting Kosterlitz-Thouless transition may ex-
ist for the repulsive interaction if we adjust the band
parameters in the region of optimal doping.

V. SUMMARY

We have investigated the superconductivity of elec-
tronic origin on the basis of the (single-band and three-
band) two-dimensional Hubbard model. First, we employ
the variational Monte Carlo method to clarify the phase
diagram of the ground state of the Hubbard model. The
superconducting condensation energy per site obtained
by the Gutzwiller ansatz is reasonably close to experi-
mental value 0.17∼ 0.26meV/site. We have examined the
stability of striped and checkerboard states in the under-
doped region. The relation of the incommensurability
and hole density, δ ∼ x, is satisfied in the lower doped
region. We have found that the 4×4 period checkerboard
spin modulation is stabilized in the two-dimensional Hub-
bard model with the Bi-2212 type band structure.
We have further performed investigation by using the

quantum Monte Carlo method that is an exact unbiased
method. We have presented an algorithm of the quantum
Monte Carlo diagonalization to avoid the negative sign
problem in quantum simulations of many-fermion sys-
tems. We have computed d-wave pair correlation func-
tions. In the half-filled case Pd is suppressed for the re-
pulsive U > 0, and when doped away from half-filling
Ne < N , Pd is enhanced slightly for U > 0. It is notewor-
thy that the correlation function Pd is indeed enhanced
and is increased as the system size increases in the 2D
Hubbard model. The enhancement ratio increases almost
linearly ∝ L as the system size is increased, which is an
indication of the existence of superconductivity. Our cri-
terion is that when the enhancement ratio as a function of
the system size L is proportional to a certain power of L,
superconductivity will be developed. This ratio depends
on U and is reduced as U is decreased. The dependence
on the band filling shows a dome structure as a function
of the electron density. In the 10 × 10 system, the ra-
tio is greater than 1 in the range 0.3 < ne < 0.9. Let
us also mention on superconductivity at half-filling. Our
result indicates the absence of superconductivity in the
half-filling case because there is no enhancement of pair
correlation functions.
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