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We discuss the development of Kondo physics from the resolution of the resistance minimum by

J. Kondo to recent developments in physics. The Kondo effect has given a great impact to all areas

of physics. This reminds us that physics is one unified science. Kondo’s pioneering work has led

major developments in physics. We show brief history of the Kondo effect and discuss the Kondo

effect from several points of view that appeared to be important through conversations with Prof.

J. Kondo.
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I. Brief history of Prof. Kondo

Prof. Jun Kondo was born in 1930 in Tokyo and is well known for explaining the strange behavior of electrical

resistivity of some metals at low temperatures called the resistance minimum. This kind of anomalies mainly arises

in metals called the dilute magnetic alloys. In 1964 Kondo at the Electrotechnical Laboratory solved this mystery

based on the s-d model by showing that electron scattering is strongly enhanced at low temperature and the resistivity

increases [1].

In 1954 he graduated from the University of Tokyo and began his research career in the graduate school at Institute

of Science and Technology in Komaba where his supervisor was Prof. T. Muto, and Prof. J. Yamashita was the asociate

professor in this laboratory. Kondo’s Doctor thesis was on superexchange interaction in oxides such as MnO [2–5].

In 1960 he was at the Institute for Solid State Physics as a research associate and studied magnetism in metals and

anomalous Hall effect of ferromagnetic metals [6]. In this study he investigated the s-d model with skew scattering

showing that the Hall conductivity is proportional to 〈(M − 〈M〉)3〉.

In 1963 he moved to the Electrotechnical Laboratory and started the research on the resistance minimum. He

succeeded to explain the singular behavior of the electrical resistivity in dilute magnetic alloys. Various anomalies

that occur in low temperatures are collectively called the Kondo effect. The physics of the Kondo effect has developed

beyond our expectations after the Kondo’s pioneering work.

He was the fellow of Electrotechnical Laboratory and became the fellow emeritus after retirement in 1990. He was

then a professor at Toho University from 1990 to 1995. He was awarded the Fritz London Memorial Award in 1987.

He became the member of the Japan Academy in 1997 and the member of Foreign Associate of National Academy of

Sciences (USA) in 2009. In 2020 he received the Order of Culture of Japan.
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II. Resistance Minimum and the Kondo Effect

1. Resistance minimum

The resistance minimum was found experimentally in 1930s [7,8]. The first paper was published in 1930, where

Meissner and Voigt measured the resistivity for several metals down to about 1.2K and found that the resistivity at

lowest temperature is larger than those at higher temperatures [7]. In 1933 van den Berg et al. found a minimum in the

resistivity curve as a function of temperature [8]. This was about 20 years after the discovery of superconductivity by

H. K. Onnes [9]. The resistance minimum had been regarded as one of the two most difficult problems in the condensed

matter physics in the world. After this work there appeared many experimental works and this phenomenon has been

observed for many metals. [10–12] There had been intensive experiments on, for example, dilute alloys of Mn in Cu. It

had been suggested that this phenomenon originated from magnetic impurities included in metals. The s-d model was

introduced in 1950s, and almost all experiments other than the resistance minimum could be understood based on the

s-d model at that time. Kondo examined the review paper by van den Berg [13] in detail and also the Thesis of Dr.

Knook at the Leiden University [14]. He was strongly convinced that there was deep physics behind this phenomenon.

In particular, the paper by Sarachik et al. [15] clearly showed that the resistance minimum appeared when the impurity

had the magnetic moment.

It had been confirmed that the resistance minimum phenomenon is proportional to the concentration c of magnetic

impurities up to about 1960 [13–18]. This is an important experimental result and it is also significant that the

temperature Tmin at which the resistance minimum occurs is proportional to c1/5: Tmin ∝ c1/5. From these two

properties the resistivity R(T ) can be written as

R(T ) = aT 5 + cρ0 − cρ1g(T ) (1)

where the first term indicates the lattice resistivity, and the second term arises from the impurity potential and the spin

scattering giving a constant. The last term, proportional to the impurity concentration c, represents the anomalous

term which would appear due to some mechanism. The temperature Tmin at which the resistance minimum is observed

is given by the solution of the equation

dR(T )

dT
= 5aT 4 − cρ1

dg(T )

dT
= 0. (2)

The fact that Tmin ∝ c1/5 gives a constraint that dg(T )/dT ∝ 1/T . This means that g(T ) should be the logarithmic

function g(T ) = log T and the minimum is given by

Tmin =
(cρ1
5a

)1/5

. (3)

Thus the experiments had already suggested the existence of the log T in the resistivity. Jun Kondo, like other

researchers, of course did not notice the logarithmic correction at that time.

2. The s-d model

Prof. Kondo concluded that we should examine the s-d model to clarify the origin of the resistance minimum from

the experimental results. The s-d model is given as [1,19]

H =
∑

kσ

ǫkc
†
kσckσ −

J

N

∑

k

[

(c†
k↑ck↑ − c†

k↓ck↓)Sz + c†
k↑ck↓S− + c†

k↓ck↑S+

]

, (4)
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where J denotes the magnitude of the exchange interaction between the localized and conduction electrons and N is

the total number of atoms in the crystal. This model was used to examine magnetic interactions of magnetic metallic

compounds [20,21]. This model had already been used in examining the resistance minimum behavior in dilute magnetic

alloys. It gives the relaxation time given as

1/τ(ǫk) = 2πcJ2S(S + 1)ρ(ǫk)/3~, (5)

where S is the magnitude of the localized spin and ρ(ǫ) is the density of states of conduction electrons. This leads to

a constant resistivity and cannot explain the resistance minimum. What was missing? Kondo tried to calculate higher

order contributions and found that the logarithmic term would appear in the transition probability and thus in the

resistivity. The important contributions come from processes where spin exchange interaction occurs. We have two

matrix elements for the scattering k ↑→ k
′ ↑ as

(

−
J

N

)2

(S2
z + S−S+)

∑

k′′

1− fk′′

ǫk − ǫk′′

−

(

−
J

N

)2

(S2
z + S+S−)

∑

k′′

fk′′

ǫk′ − ǫk′′

. (6)

This gives

(

J

N

)2 [

S2
z +

1

2
(S+S− + S−S+)

]

∑

k′′

1

ǫk − ǫk′′

+

(

J

N

)2

(S+S− − S+S−)
∑

k′′

(

fk′′ −
1

2

)

1

ǫk′′ − ǫk
(7)

where we have used the energy conservation ǫk = ǫk′ . The second term, coming from the commutator [S+, S−], contains

the important integral given by

g(ǫ) =
1

N

∑

k′′

(

fk′′ −
1

2

)

1

ǫk′′ − ǫk
=

∫ (

f(ǫ′)−
1

2

)

ρ(ǫ′)

ǫ′ − ǫ
dǫ′. (8)

This gives a logarithmic divergence g(ǫ) = ρ log |ǫ/D| for ǫ≪ D at T = 0 where we use the constant density of states

ρ(ǫ) = const. for −D ≤ ǫ ≤ D. This results in the logarithmic term in the resistivity as

R = R0

[

1 + 4Jρ log

(

kBT

D

)]

. (9)

This formula well explained the anomalous behavior of the resistivity for J < 0. The typical behavior of the resistivity

is shown in Fig. 1 where the clear logarithmic dependence is observed.

3. Kondo problem

The Kondo theory, however, raised a new problem although the resistance minimum was clearly explained. This prob-

lem was that log T has a singularity at absolute zero T = 0 and how the physical quantities are expressed as a function

of T . This was called the Kondo problem. The log T singularity appears in many physical quantities: (1) the spin re-

laxation time (T1T )
−1 ∝ 1+ 4Jρ log(kBT/D), (2) the spin susceptibility χ = χCurie (1 + 2Jρ/[1− 2Jρ log(kBT/D)]),

(3) the specific heat [22] ∆c = 16π2S(S + 1)J4ρ4kB/[1 − 2Jρ log(kBT/D)]4, (4) the entropy ∆S = (8π2/3)S(S +

1)J3ρ3kB/[1− 2Jρ log(kBT/D)]3.

Kondo examined higher order corrections in the perturbative expansion in terms of Jρ and found that the effective

expansion parameter is Jρ log(kBT/D) in stead of Jρ [23]. When we consider only the most divergent terms, the

physical quantity Q(T ) behaves as

Q(T ) ∝ Jn/α(T )n for α(T ) = 1− 2Jρ log(kBT/D). (10)
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Fig. 1. A typical behavior of the resistivity R as a function of the temperature T . The arrow indicates the Kondo
temperature TK .

We have n = 2 for the resistivity, n = 1 for the spin susceptibility, n = 3 for the entropy and n = 4 for the specific

heat. For J < 0, Q(T ) diverges at the Kondo temperature TK :

kBTK = De1/2Jρ. (11)

Many theoretical works were done on the Kondo problem during this period called the Wilderness age. Abrikosov

proposed the method of systematic perturbative expansion employing quasi-fermion operators and found that the

correction to the resistivity is given by [1 − 2Jρ log(kBT/D)]−2 [24]. Suhl applied the Chew-Low method of meson

scattering to the s-d model and derived the equation for the scattering matrix [25,26]. Nagaoka used the Green function

method for the s-d model to obtain a closed set of equations based on the decoupling procedure [27–30]. The solutions

by Suhl and Nagaoka turned out to be equivalent later. Zittarz and Müller-Hartmann solved the Nagaoka equation

analytically and obtained an analytic form of the entropy. [31] Although these theories were reliable above TK , the

low temperature property of the s-d model was still unclear because of approximations used in these calculations.

The ground state of the s-d model was investigated by using variational wave functions [32,33]. Yosida proposed a

singlet wave function formed by the localized spin and conduction electrons. This type of wave function turned out to

be correct after the resolution of the Kondo problem.

4. The Spin fluctuation

The essential point of the Kondo problem is the spin fluctuation of the magnetic impurity. The spin of the localized

impurity changes its direction with the relaxation rate ~W . When ~W is large, up and down spins exist equally

and the averaged value may vanish. When ~W is small, the up spin (or down spin) may exist giving the Curie type

susceptibility. In the former case we have the Pauli susceptibility. The problem is that what should we compare the

spin relaxation rate ~W with? The answer is the temperature T . This is related to the uncertainty principle. As shown

in Fig. 2, the Korringa relaxation rate ~Wko is small compared to kBT at high temperature where the localized spin

is in the up or down spin state and may change spin state by scattering of conduction electrons. This brings about

log T corrections and this effect increases as the temperature decreases. At low temperatures the relaxation rate ~W

becomes greater than kBT where the localized spin has up and down spins equally. In this state the resistivity increases

according to the Friedel sum rule and at the same time the susceptibility reduces to the Pauli-type susceptibility. [34–

36] The state with maximum resistivity at absolute zero is called the unitary limit (or unitarity limit). This picture

shows that the Kondo effect occurs as a crossover from weakly correlated region to strongly correlated region and that

the logarithmic correction is a singularity associated with this crossover.
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Fig. 2. The spin fluctuation rate ~W as a function of the temperature T . ~Wko indicates the Korringa relaxation rate
~Wko = 2π(Jρ)2kBT . The dashed line represents the correct behavior of ~W .

5. Renormalization group theory

The above picture was indeed confirmed by the renormalization group method. Anderson proposed the scaling

equation for the s-d model which he called the poor man’s scaling. [37] Anderson, Yuval and Hamann transformed the

s-d model to the one-dimensional classical statistical model interacting through logarithmic potentials (two-dimensional

classical Coulomb gas). [38–40] They derived the renormalization group equations from the Coulomb gas model. The

same equations were also derived [41,42] in the formulation developed by the Gell-Mann and Low. [43] In this subsection

we write the s-d interaction in the form (apart from Kondo’s notation)

Hs−d =
1

2N

∑

k

[

Jz(c
†
k↑ck↑ − c†

k↓ck↓)Sz + J±

(

c†
k↑ck↓S− + c†

k↓ck↑S+

)

]

, (12)

where we introduced the anisotropic couplings and positive Jz and J± indicate antiferromagnetic interactions. Then

the renormalization group equations for the exchange coupling are written as

µ
dJ±
dµ

= −ρJzJ±, µ
dJz
dµ

= −ρJ2
±, (13)

where Jz and J±(= Jx = Jy) are exchange coupling constants where we take account of the anisotropy of J and µ

indicates the energy scale. This results in the important relation

J2
z − J2

± = const. (14)

The equations show that Jz and J± decrease as the energy scale µ increases. This indicates that the s-d model exhibits

asymptotic freedom. The renormalization group flow is shown in Fig. 3. In the isotropic case, J ≡ Jz = J± satisfies

µdJ/dµ = −ρJ2. We set the initial value of J as J = J0 at µ = µ0, and we have 1/ρJ0 − 1/ρJ(µ) = ln(µ0/µ). When

we suppose that ρJ(µ) becomes of order one at µ = µK , µK is given by the Kondo temperature for µ0 = D:

µK ≃ µ0 exp

(

−
1

ρJ0

)

= D exp

(

−
1

ρJ0

)

= TK . (15)

The s-d model is closely related to other theoretical models. We set x = −Jzρ and y = J±ρ. Then we obtain

µ
∂x

∂µ
= y2, µ

∂y

∂µ
= xy. (16)
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Fig. 3. Renormalization group flow in the Jz−J± plane. The scaling is toward the strong coupling region as the energy
scale is reduced (µ→ 0) for the antiferromagnetic couplings.

These are equations for the Kosterlitz-Thouless transition, [44–46] and we have x2 − y2 = const.

Since the two-dimensional classical Coulomb gas model is mapped to the sine-Gordon model, the physical state of

the s-d model corresponds to the phase of asymptotic freedom in the sine-Gordon model. We write the sine-Gordon

model in the form

SSG =

∫

d2x

[

1

2t
(∇φ)2 +

α

t
cos(φ)

]

, (17)

for the scalar field φ. t and α are coupling constants that will be renormalized to compensate divergences. The partition

function can be expanded in terms of g ≡ α/t as [47]

ZSG =

∞
∑

n=0

1

(n!)2

(g

2

)2
∫

d2x1 · · · d
2xnd

2y1 · · · d
2yn exp

[

t

2





∑

i6=j

G(xi, xj) +
∑

i6=j

G(yi, yj)− 2
∑

ij

G(xi, yj)





]

, (18)

where xi and yi are two-dimensional coordinates and G(x, y) is the two-dimensional Green function

G(x, y) =
1

2π
ln |x− y|. (19)

For the s-d model, the effective action is given by (2− ǫ)V [40] where ǫ = 2Jzτ and

V =
∑

i>j

(

ln
|xi − xj |

τ
+ ln

|yi − yj |

τ

)

−
∑

i,j

ln
|xi − yj |

τ
, (20)

where τ is the small cutoff. The factor 2 in (2 − ǫ)V comes from spin degrees of freedom. In order to make the

correspondence with the sine-Gordon model and to perform the renormalization procedure, it is preferable that this

factor is 4. Thus we double the effective action (by introducing (orbital) degeneracy for both the conduction and

localized electrons) and use the following correspondence

t = 4π(2− 2Jzτ), g = α/t = J±τ. (21)

The renormalization group equations for the sine-Gordon model in two dimensions in the lowest order theory are given

by [48–51]

µ
∂α

∂µ
= −

(

2−
t

4π

)

α, µ
∂t

∂µ
=

1

32
tα2. (22)

Here the coefficient 1/32 in the second equation may depend on the renormalization procedure, and the Wilson

renormalization method [52] gives a different coefficient. From this set of equations we obtain

µ
∂J±
∂µ

= −2ρJzJ±, µ
∂Jz
∂µ

= −2π2ρJ2
±, (23)
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where we set ρ = τ . The equations agree with those for the s-d model except for an extra factor π2 in the second

equation, which may reflect the uncertainty of coefficients in renormalization group equations for the sine-Gordon

model.

Therefore the Kondo system (s-d model) is in a universality class which contains the sine-Gordon model and the

Kosterlitz-Thouless transition, and is the most important system in this class.

6. Numerical renormalization group method

K. G. Wilson succeeded to calculate physical quantities down to absolute zero (T = 0) by employing the numer-

ical renormalization group method. [53] Wilson calculated the renormalization group equation exactly employing a

numerical method, and showed that the scaling curve flows to the strong coupling limit. Since the localized electron

interacts with the s-wave component of conduction electrons, the s-d model is reduced to a one-dimensional model.

He considered the Hamiltonian given as

HK =
∑

σ

∫ 1

−1

dka†kσAkσ − J(A†~σA) · ~τ , (24)

where

Aσ =

∫ 1

−1

akσdk. (25)

akσ should satisfy {a†kσ, ak′σ} = δ(k − k′). In order to apply the numerical renormalization group method, HK was

written in the form

H =
∑

σ

∞
∑

n=0

Λ−n/2(f†nσfn+1σ + f†n+1σfnσ)− J̃(f†0~σf0) · ~τ , (26)

where fnσ are a set of discrete electron destruction operators.

Wilson found that the ground state is a spin singlet formed between the localized spin and conduction electrons and

that the Fermi liquid state is realized at low temperatures. The s-d model exhibits a typical system where the Fermi

liquid state is realized.

7. Fermi liquid state

In general the Fermi liquid state can be described by a small number of parameters. Wilson found an important

fact that the low energy properties of the s-d model are described by two parameters at low temperatures. We can

choose two parameters, for example, the specific heat coefficient γ and the spin susceptibility χ of the localized spin.

At T = 0 the susceptibility is given by [19,54]

χ =
µ2
B

πT0
, (27)

and the specific heat coming from the localized spin (kB = 1) is

C =
πT

6T0
, (28)

where

T0 =

√

e

π

1

1.2002
TK . (29)
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These results were obtained by applying the Bethe ansatz to the s-d Hamiltonian. [54–59] Wilson found numerically

that

RW ≡
χT

C

π2

3

k2B
µ2
B

= 2. (30)

Because of this relation, we have only one parameter to describe low temperature properties. This one parameter is

nothing but the Kondo temperature TK .

The phase shift δ is also important. When we suppose that the conduction electron wave function is given by cos(x)

in one dimensional space and that there is a localized spin at x = 0, then the wave function should be sin(x) since the

conduction electrons and localized spin form a singlet at x = 0 and the conduction wave function should vanish there.

This indicates that we have the phase shift δ = π/2 at T = 0. The phase shit δ at the Fermi surface indicates the

number of conduction electrons which are localized around the localized spin according to the Friedel sum rule. When

we adopt δ(ǫ) = δ0 + ǫα+ · · · for the energy ǫ measured from the Fermi surface, the relaxation time τ(ǫ) is given by

1

τ(ǫ)
=

2

~πρ0
sin2 δ(ǫ) ≃

1

~πρ0
(1− α2ǫ2 + · · · ). (31)

This explains the T 2 dependence of the resistivity. Noziéres proposed the following form of the phase shift for the spin

σ: [60]

δσ(ǫ) = δ0 + αǫ+ σφam, (32)

where m = n↑ − n↓. When we regard δσ/πρ0 as the shift of electron energy, ǫσ shifts to

ǫσ −
α

πρ0
ǫσ − σ

φa

πρ0
m− σ

1

2
gµBH, (33)

where the Zeeman term is included. 1 − α/πρ0 indicates the mass enhancement factor and the contribution to the

specific heat from the localized spin is δρ = ρ0
(

(1− α/πρ0)
−1 − 1

)

= (α/π)(1 − α/πρ0)
−1. The energy in eq.(33)

vanishes on the Fermi surface, which indicates ǫσ(1−α/πρ0) = σ(φam/πρ0+gµBH/2). The magnetization is obtained

from nσ = ρ0(ǫσ + D) and this leads to the susceptibility χ = (1/2)gµBm/H. The localized-spin part of χ is χd =

χ− (1/2)(gµB)
2ρ0 given by

χd =
1

2
(gµB)

2ρ0

(

α

πρ0
+

2φa

π

)

1

1− α
πρ0

− 2φa

π

≃
1

2
(gµB)

2ρ0

(

α

πρ0
+

2φa

π

)

, (34)

where α/ρ0 and φa are assumed to be small. Since the Wilson ratio should be 2,

RW =
χd/

(

1
2 (gµB)

2ρ0
)

δρ/ρ0
= 1 +

2ρ0φ
a

α
= 2, (35)

we have one parameter

α = 2ρ0φ
a. (36)

Although we assumed that α and φa are small, if we can continue them to the strong coupling region assuming the

Fermi liquid, we can set α ≃ 1/TK which is the only one parameter of the s-d system.

The Fermi liquid state of the Kondo system can be realized on the basis of the Anderson model [61] based on the

perturbation theory in the symmetric case with the condition Ed = − 1
2U where Ed is the d-electron level and U is the

repulsive interaction between localized d electrons. [62–64] The physical quantities are parametrized by two parameters

γ and χ↑↓. The Wilson ratio becomes 2 in the limit of large U . These Fermi liquid properties are consistent with the

exact solution of the Anderson model. [65,66]
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III. Kondo effect to Kondo physics

1. Heavy electrons

A material in heavy electron systems contains magnetic impurities on each site and is often realized in rare earth

compounds. The 4f electrons in rare earth atoms play a role of localized electrons to form the dense Kondo system.

The heavy electron materials exhibit many interesting properties such as heavy effective electron mass, unconventional

superconductivity, unusual magnetic structures and also topological insulating states.

Here we discuss briefly the heavy mass realized in a heavy electron material. The model for heavy electrons is usually

the Kondo lattice model or the Anderson lattice (periodic Anderson) model. We employ the Hamiltonian given by

H = −t
∑

〈ij〉σ

c†iσcjσ + V
∑

iσ

(c†iσfiσ + f†iσciσ) + Ef

∑

iσ

f†iσfiσ + U
∑

i

nfi↑nfi↓, (37)

where ciσ (c†iσ) and fiσ (f†iσ) denote annihilation (creation) operators of conduction and localized electrons, respectively,

and nfiσ = f†fiσfiσ.

The strong electron correlation plays an significant role in the realization of heavy electron states. We show the

result obtained by the optimized variational Monte Carlo method where the wave function is given in the form

ψ = e−λKPGψ0. (38)

ψ0 is the non-interacting wave function for U = 0 and PG is the Gutzwiller operator for f electrons given as PG =
∏

(1 − (1 − g)nfi↑Nfi↓). K denotes an operator to optimize the wave function. We take, for example, K to be the

kinetic energy part of the Hamiltonian. g and λ are variational parameters in the range of 0 ≤ g ≤ 1 and λ > 0.

We show the momentum distribution function as a function of the wave number in Fig. 4. This shows the heavy

electron state with the effective mass 100 times of the band mass m0: meff ≃ 100m0 for Ef = −2. There is a small

jump at the Fermi wave number. The strong electron correlation results in a heavy electron state.

0

0.5

1

0 0.5 1

n(k)

k/π

E
f 
= −1

E
f
= −2

Fig. 4. Momentum distribution of the one-dimensional periodic Anderson model. The calculations are carried out on
an N = 40 lattice with the hybridization V = 0.5t, the Coulomb interaction U = 10t, and the number of electrons is
Ne = 70. We show the momentum distribution of conduction electrons for Ef = −1 (black), the f -electron momentum
distribution function for Ef = −1 (blue) and that Ef = −2 (red). We employ the improved wave function in the form
ψ = e−λKψG where K indicates the kinetic part of the Hamiltonian and ψG stands for the Gutzwiller wave function.
[67–69] The state with Ef = −2 represents a heavy mass state with the effective mass meff/m0 ≃ 100.
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2. Kondo effect and RKKY interaction

In heavy electron materials the interplay between the Kondo effect and the RKKY interaction is very important.

This interplay may be crucial in determining the magnetism of heavy electron states. As a starting step, the Doniach

diagram is often referred to understand the antiferromagnetism of heavy electrons. [70] We discuss the Doniach diagram

from the viewpoint of scaling properties of the s-d exchange coupling and the RKKY interaction. There may be a

transition between an antiferromagnetic state and a non-magnetic Kondo-like singlet state as the exchange coupling

J is varied. There may be a critical value Jc at which the transition occurs. The binding energy of a Kondo singlet

EK and that of the RKKY antiferromagnetic state EAF are, respectively, given by

EK ≃ De−1/ρJ , EAF ≃ cD(ρJ)2, (39)

where c is a dimensionless constant and D ∼ ρ−1. The Doniach diagram means that by comparing EK and EAF the

qualitative understanding of the magnetic transition may be obtained.

In the language of the renormalization group, the Doniach argument suggests that scaling equations are given by

µ
∂J

∂µ
= −ρJ2, µ

∂JAF

∂µ
= −JAF , (40)

where JAF stand for the RKKY interaction strength. From the second equation we have for JAF = JAF (µ) as

JAF (µ)µ = JAF (µ0)µ0, (41)

where µ0 is the initial value of µ that is set to D: µ0 = D. We set the initial value of JAF as J0
AF = JAF (µ0). J

0
AF is

reasonably given by J0
AF = cD(ρJ0)

2 (Doniach’s EAF ). The equation for J results in

ρJ(µ) =
ρJ0

1 + ρJ0 ln(µ/µ0)
=

ρJ0
1− ρJ0 ln(JAF (µ)/J0

AF )
. (42)

We define the critical value Jc
0 of J0 such that when J0 = Jc

0 , ρJ and ρJAF increase to be of order one at the same

time. This means

1 =
ρJc

0

1 + ρJc
0 ln(ρJ

0
AF )

. (43)

Then we have

De−1/ρJc

0 = e−1DρJ0
AF = cD(ρJc

0)
2, (44)

where we used J0
AF = cD(ρJ0)

2. This is the relation for the critical value Jc
0 that agrees with the Doniach criterion.

Both J and JAF increase as the energy scale µ decreases from initial values. Since the scaling equation for JAF is

linear in JAF , JAF increases faster than J when J0 is small. Hence the RKKY JAF will be dominant over a Kondo

singlet state for small J0. The Doniach diagram agrees with a scaling picture in the lowest order equation.

3. Fermi surface effect

Prof. Kondo tried to understand the Kondo effect in a larger framework. [71] He called this framework the Fermi

surface effect. What is the Fermi surface effect? This question is closely related to the energy scale of metal electrons.

It is of the order of the Fermi energy ǫF in the case of static perturbations acting on electrons in metals. On the other

hand, when the perturbation is dynamical and local, low energy excitation modes come to play an important role.
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These low energy modes give rise to an infrared divergence that dominates low energy properties. This effect is called

the Fermi surface effect.

The following are examples of the Fermi surface effect: (1) Kondo effect, (2) X-ray absorption (or emission) of

metals, [72,73] (3) Anderson’s orthogonality theorem, [74,75] (4) Two-level systems in metals. [71,76,77] (5) Diffusion

of heavy particles in metals, [71,78–80]

Let us consider a metal with perturbation V (r). The perturbed wave function is written as

Ψ = N0

[

Φ0 +
∑

|k|<kF ,|k′|>kF

Vk−k′

ǫk − ǫk′

Φ0(k → k
′) + · · ·

]

, (45)

where Φ0 denotes the Fermi sea and Vk−k′ is the Fourier transform of V (r). Φ0(k → k
′) indicates the excited state

with a hole with momentum k in the Fermi sea and an electron with k
′ above the Fermi energy. When V (r) is the

local potential, Vk−k′ is almost constant. From the normalization of the wave function, N0 satisfies

1 = N2
0

[

1 +
∑

|k|<kF ,|k′|>kF

|Vk−k′ |2

(ǫk − ǫk′)2
+ · · ·

]

. (46)

When the excitation energy ǫk − ǫk′ is small, |Vk−k′ |2/(ǫk − ǫk′)2 becomes large, then the summation diverges. This

means N0 = 0. This divergence, however, never brings about a difficulty in the evaluation of expectation values. The

low energy excitation modes never cause a singularity for the potential V (r). There is no characteristic energy scale

in this case.

On the other hand, in the dynamical problem where ’dynamical’ indicates that the potential changes over time, a

divergence could appear in a physical quantity due to excitation modes of low energy. This applies to examples of the

Fermi surface effect shown above. The importance of the normalization constant N0 was noticed by Anderson. The

inner product of Ψ and Φ0 gives 〈Φ0|Ψ〉 = N0. The vanishing of N0 means that the overlap integral also vanishes.

Anderson found that [74,75]

〈Φ0|Ψ〉 = exp

(

−
1

2

(

δ

π

)2

logNF

)

, (47)

where δ is the s-wave phase shift at the Fermi level for the potential, which is assumed to cause only s-wave scattering.

NF is the number of s-wave electrons. The overlap integral in eq.(47) tends to zero as the system size increases to

infinity. This is the Anderson orthogonality theorem. When there are two different local potentials, the wave functions

corresponding to these potentials are orthogonal each other.

The Anderson orthogonality theorem is related to the following overlap integral

〈Φ0e
iH0t/~e−i(H0+V )t/~Φ0〉, (48)

where H0 is the non-interacting Hamiltonian and V is a local potential. Since e−i(H0+V )t/~Φ0 approaches Ψ in the

limit t→ ∞, this overlap integral should vanish in this limit due to the orthogonality theorem. In the limit t≫ ~/ǫF ,

this overlap integral is given by [81–83]

(

iǫF t

~

)−2(δ/π)2

. (49)

Similarly, the integral

〈Φ0e
iH0t/~

∑

k

cke
−i(H0+V )t/~

∑

k

c†kΦ0〉, (50)
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behaves for large t as,

(

iǫF t

~

)−1+2δ/π−2(δ/π)2

. (51)

This quantity played an important role in deriving the effective Coulomb gas model from the s-d model. This behavior

appeared to be consistent with the X-ray spectra of metals. [84]

Kondo investigated the muon diffusion in copper. [71,77,78] This issue is reduced to the evaluation of the overlap

integral just like that examined above. Kondo successfully explained the temperature dependence of the hopping rate

of the positive muon in copper that was reported by muon experiments. This is also an example of the Fermi surface

effect.

4. Quantum dots

Quantum dots are now where the Kondo effect plays an active role. A quantum dot is a small puddle of charge

containing a well-defined number of electrons. In quantum dots a small number of electrons are confined in a finite

region of space. The quantum dot contains a few tens of electrons, in the typical case, and is called an artificial atom.

The Kondo effect has been modeled in quantum dots where a quantum dot is connected by tunnelling junctions to

two electron reservoirs through electrode. These form electron-transport channels known as the Kondo model. Usually

one attaches two leads which are called the source and the drain, and the dot and leads are connected weakly.

We can work out the transmission probability for the transition of an electron from one lead to the other based

on the Anderson model or the Kondo model (s-d model). We can obtain the s-d interaction in the same way as in

the derivation of that from the Anderson model. As in the case of magnetic impurities, the transmission probability

is independent of temperature in the lowest order. As expected, terms with logarithmic temperature dependence

appear at higher orders. At low temperatures, the transmission probability increases as the temperature decreases,

and approaches unity with temperatures going down to absolute zero. [85–87] This indicates that the conductance

tends to 2e2/h at absolute zero. The physics of quantum dots will continue to make great progress along with the

Kondo effect.

IV. Summary

We discussed the Kondo physics from several points of view. The discovery of the Kondo effect by Prof. Kondo

has given a great impact on physics. He recognized that the resistance minimum phenomenon is universal for metals

with dilute magnetic impurities and he was convinced that we could understand it from a simple and general model.

Thus he investigated the s-d model carefully by checking various quantum mechanical processes including higher order

corrections. He finally found an unexpected logarithmic term in the resistivity and was convinced that this term would

explain the resistance minimum. His successful explanation of the resistance minimum was surprising for physicists in

the world.
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[84] G. D. Mahan, Many-Particle Physics (Plenum Press, New York, USA, 1981).

[85] L. L. Glazman and M. E. Raikh, JETP Lett. 47, 452 (1988).

[86] A. Kawabata, J. Phys. Soc. Jpn. 60, 3222 (1991).

[87] T. K. Ng and P. A. Lee, Phys. Rev. Lett. 61, 1768 (1988).


	Brief history of Prof. Kondo
	Resistance Minimum and the Kondo Effect
	Resistance minimum
	The s-d model
	Kondo problem
	The Spin fluctuation
	Renormalization group theory
	Numerical renormalization group method
	Fermi liquid state

	Kondo effect to Kondo physics
	Heavy electrons
	Kondo effect and RKKY interaction
	Fermi surface effect
	Quantum dots

	Summary
	Acknowledgments
	REFERENCES

