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INTRODUCTION 

Diagnosis is one of the doctor's central tasks. As an intellectual activity, it is a variant of 

the more general skill of classification-assigning entities to different classes or 

categories. Classification is easy when each category (or, in the present case, each 

disease) has a specific. reliably detected, sign. Unfortunately, such 'pathognomonic' 

signs are rare. The common signs of illness (such as fever or pain) are shared by many 

different diseases and most laboratory test results have more than one possible cause. 

This non-specific relationship between signs and diseases ensures that there will always 

be an element of uncertainty in medical diagnosis. This uncertainty can be reduced by 

the discovery of more sensitive clinical signs, but it can never be eliminated. No test is 

perfectly accurate, signs can be misleading, and even the best treatments do not always 

succeed (see Schwartz and Griffin, 1986, for more on the probabilistic nature of medical 

decision-making). 

Complicating matters even further is the frequent lack of any specific causal theory 

relating diagnostic signs to underlying pathophysiology. Consider, for example, 

patients who present at hospital casualty rooms complaining of acute abdominal pain. 

There are many possible causes: appendicitis, perforated ulcer, urinary tract infection, 

and so on. Doctors use a pattern of signs to discriminate among these conditions. For 

example, it is most common for appendicitis to occur in males, to begin with a central 

pain that moves to the right lower abdominal quadrant and to be accompanied by 

vomiting, loss of appetite, and so on. But this is not always the case. Females also get 

appendicitis and sometimes it begins with pain in the lower right quadrant. Some 

patients mimic the complete appendicitis pattern but tum out to have some other 

illness. Because there is no clear physiological theory to explain why appendicitis 

should produce a particular pattern of signs, we are left with purely empirical 

correlations-correlations with values distinctly less than 1.0 (de DombaL 1984). 

Given the uncertain relationship between signs and illnesses, it is often difficult for 
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doctors to decide whether a patient's abdominal pain requires an immediate operation 

or whether it is safe to merely 'watch and wait'. There are risks either way. An infected 

appendix allowed to fester may perforate, creating a potentially lethal peritonitis. This 

situation can be avoided by an early operation. On the other hand, removing a healthy 

appendix needlessly exposes the patient to the risks of surgery. Because the risks of 

perforation are greater than those of an operation, all surgeons support the philosophy 

of 'when it doubt, cut it out'. An unavoidable result of this decision rule is that 25% or 

more of all appendix operations result in the removal of perfectly healthy organs 

(Adams et ai., 1986). Clearly, there would be considerable savings in money, time and 

surgical morbidity, if these unnecessary operations could be avoided (and if diseased 

appendixes could be removed as quickly as possible). It has often been suggested that 

computerized decision aids might be able to help doctors make better diagnoses. 

However, obtaining the necessary expertise, in a form suitable for computer coding, is 

often a major problem. System designers consult medical experts but, in many cases, 

these experts have considerable difficulty explaining how they go about diagnosing 

patients. In recent years, it has been suggested that this 'knowledge elicitation 

bottleneck' can be broken by using the machine learning techniques developed by 

cognitive scientists (Gallant, 1988; Schwartz, 1989; Schwartz et a/., 1989). 

CONNECTIONIST NETWORKS 

One increasingly popular approach uses connectionist networks to produce diagnostic 

advisors (Bounds et ai., 1988; Hart and Wyatt, 1989; Gallant, 1988). The argument in 

favour of connectionist networks derives from extensive research showing that much 

human expertise resides in complex pattern recognition. Chess grand masters, for 

example, excel because they have a large memory store of game patterns (de Groot, 

1965). Similarly, in the medical domain, expert radiologists appear to differ from newly 

trained doctors mainly in their ability to recognize abnormal patterns quickly (Hillard 

et ai., 1985). Because connectionist networks can learn to recognize ill-defined patterns, 

they should-in principle at least-be able to learn to make difficult diagnoses even in 

the absence of a causal theory relating signs to diseases. 

It should be kept in mind that the term 'connectionist' is a generic one that refers to 

many different types of network. Thus, although several attempts to use connectionist 

networks for diagnostic tasks have been published (Bounds et ai., 1988; Hart and Wyatt, 

1989; Gallant, 1988), no two have used exactly the same structure or learning rules. Not 

surprisingly, therefore, the results have been equivocal. In general, studies using simple 

networks and artificial laboratory data find connectionist networks to work well 

(Gallant, 1988; Hunt, 1989), while those using actual patient data have found them to 

perform rather poorly (Hart and Wyatt, 1989). The reason for this difference is not 

entirely clear. It may result from differences in the specification of the various networks, 

or, possibly, in the relative completeness of the respective training sets. (Real patient 

data are never as complete, or 'clean', as artificial data.) In the present research, we used a 

feedforward network with one hidden layer which learned to claSSify patients using 

back-propagation (Rumelhart and McClelland, 1986). 
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RULE INDUCTION 

Connectionist networks are not the only way that cognitive scientists have modelled 

learning from experience. Quinlan's (1983; 1986; 1988) 103 algorithm tackles 

classification by breaking down the overall problem into a series of subclassifications. 

Specifically, ID3 constructs a decision tree. Each tree node represents the influence of 

the most diagnostic sign at that point in the sequence. At each node, the value of the 

sign is used to partition the cases into separate groups. The algorithm is then invoked 

recursively on the separate groups. The process continues until all the cases at a node 

fall into the same partition. When that happens a 'leaf node' is created and given a 

unique label. 

ID3 is a particularly attractive alternative to a connectionist network because it is 

'rule-based'. To convert the decision tree into a collection of conjunctive rules one simply 

traces each path from the root to a leaf (Quinlan, 1987). The rules generated by ID3 may 

produce new insights into the relationship between signs and diseases. In contrast, 

connectionist networks represent knowledge mathematically and are difficult to 

interpret in terms specific to a problem domain. I03's 'divide and conquer' strategy is 

also consistent with the way doctors are actually taught to make diagnoses (Schwartz 

and Griffin, 1986). Indeed, branching algorithms, in the form of flow charts, are common 

in medical textbooks (Komaroff, 1982). In the present research, we directly compared 

ID3 and connectionist networks by applying both to the same set of patient data. 

BAYESIAN PROBABILITY REVISION 

A third approach to diagnosis, one that has been used extensively in designing decision 

aids in the domain of acute abdominal pain, is based on the probabilistic relationship 

between signs and diseases. Specifically, the conditional probabilities of the signs given 

the various diseases are combined using Bayes's formula to yield the posterior 

probability of the disease given a specific pattern of signs (see Sox et ai., 1988). This 

approach does not claim to model human learning or cognition. Nevertheless, it was 

included in our research because of the normative status of Bayesian probability 

revision and its widespread use in medicine. We applied Bayesian probability revision 

in a simplistic manner, making the unrealistic, but exceedingly common, assumption 

that the various signs were independent. 

RESEARCH AIMS 

This research project was conceived as an attempt to apply cognitive science techniques 

to a domain in which categorization carries 'life-or-death' implications. Specifically, the 

aims of the present research were: to compare the effectiveness of a back-propagation 

network, ID3 and Bayesian probability revision in classifying acute abdominal pain 

patients using a set of real patient data; to examine the 'pradical value' of the three 

techniques by comparing their performance with the performance of trained doctors; 

and to ask whether the various techniques produce new insights concerning the 

relationships between signs and diseases. 
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METHOD 

PROBLEM DOMAIN: DIFFERENTIAL DIAGNOSIS OF ACUTE ABDOMINAL PAIN 

The data used in this study were collected prospectively from 276 patients over the age 

of 12 who presented to the casualty room at the Royal Brisbane Hospital complaining 

of acute abdominal pain (see Gough, 1988, for details). For our present purpose, the 

most important aspects of the data were the signs gathered for each patient, the doctor's 

initial diagnostic impression and the final diagnosis which served as the definitive 

criterion of accuracy or the 'gold standard'. 

Although there were 41 diagnostic signs, each could take on at least two values. For 

example, there were six values for the sign 'aggravating factors' ('movement', 'coughing', 

'food', and so on). We coded each value of a sign as either present or absent. Thus, the 

total number of inputs available for classification purposes was not 41 but 159. As is 

often the case with real patient data, some signs were not available for some patients. 

We assumed that such absent signs were distributed randomly across patients and 

diagnostic groups. For analytical purposes, we made the arbitrary decision to treat such 

signs as 'absent'. 

As noted earlier, there are many possible causes of acute abdominal pain, but from 

the point of view of the casualty room doctor there are really only two important 

categories: either the patient needs an operation or the patient does not need an 

operation. Because most patients who need an operation are suffering from acute 

appendicitis, the differential diagnosis often boils down to whether the patient has 

appendicitis, some other serious illness or, for want of a better term, 'non-specific 

abdominal pain'. These were the three diagnostic categories used in the present 

research. 

DESIGNA nON OF TRAINING AND TESTING SETS 

The holdout method (Weiss and Kapouleas, 1989) was used to partition the cases into 

training sets (which included approximately 90% of the cases) and testing sets of about 

10% of the cases. To ensure that the training and testing sets were equally difficult, we 

compared doctors' performances on the two sets. Only those sets which were equally 

difficult for doctors (approximately the same percentage correct) were retained for 

further use. The holdout method was used in preference to other methods 

(bootstrapping, for example) because of the enormous length of time it takes to train a 

network on a new training set (several days of continuous computing, in some cases). 

To ensure any differences obtained were reliable, we ran both ID3 and the network 

many times, altering various parameters (for details, see below). 

BACK-PROPAGATION PROCEDURES 

The network consisted of three layers (input, hidden, output). Each input unit was 

completely connected to each hidden unit and each hidden unit was completely 
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connected to each output unit. There were no lateral connections among the units. The 

input layer consisted of one unit for each value of a sign. For example, sex had two input 

units: I 0 encoding a male, and 0 I encoding female. At first glance it might seem odd to 

code sex separately for male and female; after all, the two units would be perfectly 

correlated ( - 1.00). The reason for adopting the present approach is that the back­

propagation algorithm can only learn on the presence of information and not on its 

absence. The amount of weight adjustment is proportional to a unit's activation. 

Encoding sex as a single unit (with, say, 0 standing for male and I for female) would 

mean that, for males, the activation would be 0, no error term could be calculated, and 

there would be no weight adjustment.! To enable fair comparisons, we coded the data in 

a similar manner for !O3 but not for Bayesian probability revision which, as already 

stated, was conducted under the assumption that the signs were independent. (Coding 

for Bayesian probability revision is described below.) 

On the output side, we had a similar coding for appendicitis, non-specific abdominal 

pain and other illness. This method minimized the amount of decoding required and 

maximized the separation (or dissimilarity) between different inputs. It did mean, 

however, that there were a great number of weights to be updated. The approach taken 

was to use only a few diagnostic signs (a small, fast, network) as a starting point. We 

then added inputs checking performance at each stage. This allowed us to determine 

whether some subset of inputs produces optimum classification (or whether all 

diagnostic signs are necessary). 

Using the implementation provided by McClelland and Rumelhart (1988), training 

involved repeated epochs (one forward and one backward pass through the network for 

all cases). For the purpose of calculating errors, the output with the highest weight was 

selected as the system's 'conclusion'. Processing continued until the network error (sum 

of the squares of the difference between the desired output and the actual output for 

each output unit) was minimized. 

Back-propagation is not deterministic. The success of a network depends to a large 

extent on the starting weights and the number of hidden units. To optimize the 

network's classification performance, the number of hidden units was progressively 

varied. Also varied were the network parameters: Igrain, Irate, and weights. Igrain was 

set to either pattern (weights were adjusted after each pattern was presented), or 

epoch (errors were accumulated and the weights adjusted after all patterns were 

presented). Irate is the fraction of the error used when updating the weights. Nets with 

different numbers of hidden units were each run three times, each time with different 

random starting weights. After finding the best combination of factors and parameters, 

the data set was repartitioned and back-propagation rerun over the new training set 

using the new parameters. 

103 PROCEDURES 

Unlike back-propagation, !O3 is a deterministic algorithm. I03 (C4.5) has various 

parameters with which to 'fine-tune' performance. Over 80 parameter combinations 

were tried altogether. The parameters used in the present research included: 
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1. Confidence Factor (CF). Under certain circumstances, 103 may 'overfif the training 

data. That is, the trees generated are specific to the particular training set and may 

not generalize well to the test set. Overfitting is usually caused by rules formulated 

to explain 'noise' in the data. The CF attempts to suppress noise by pruning the tree. 

To ensure that only noise, not relevant information, was eliminated, 103 was run 

over a range of CFs. 

2. Gain Criterion versus Gain Ratio Criterion. These are two methods of choosing 

which feature to place at the root of each decision tree (and subtree). The gain 

criterion tends to favour signs with large numbers of values, while the gain ratio is 

either neutral or slightly biased toward signs with few values. 

3. Windowing versus No Windowing. If windowing is specified, then a tree is 

constructed from a subset of the training data called a 'window'. The process, called a 

cycle, of generating a tree from a window is repeated until all items not in the current 

window have been classified correctly. The size of the initial window and the 

window increment rate-the maximum number of items that can be added to a 

window at each cycle-may be specified by the researcher. If windowing is not 

specified then a single tree is constructed from the entire training set. 

4. Subsetting versus No Sub setting. Subsetting partitions the training set into subsets 

which are examined separately. Sub setting, like the CF, is an attempt to improve 

generalization by restricting the tree's sensitivity to a specific training set. 

BAYESIAN PROCEDURES 

As noted earlier, the conditional probability of the signs given each of the three 

classifications was calculated for the training set cases, making the unrealistic, but 

nevertheless common, assumption that the signs were conditionally independent-the 

probability of a sign given a classification is not affected by the presence or absence of 

other signs. (To make this assumption as reasonable as possible, the data were recoded 

so that each sign could take on n - I values.) The test cases were classified into 

diagnostic groups by assigning each case to the group for which its signs produce the 

highest posterior probability. We also had available a more reliable set of conditional 

probabilities collected from more than 6000 cases by the Organisation Mondiale de 

Gastro-Enterologie (OMGE) and coded in a commercial computer program called 

MEDICL. For comparison purposes, we also used MEDICL to claSSify our patients. 

RESULTS 

BACK-PROPAGATION 

Varying the network parameters produced dramatic effects. We also found considerable 

differences in performance depending on the criterion used to define a 'correct' 

classification. Table 20.1 summarizes system performance under a number of different 

conditions, using a relatively lenient criterion of 'correct'. A classification was 

considered to be correct if the output unit with the maximum activation corresponded 
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Table 20.1 Effects of varying the number of hidden units, Igrain and Irate on 
classification performance. The net had 159 input units 

Error No. of correct test 
Hidden (sums of case classifications 
units Igrain Irate Epochs squares) (out of 30) 

30 epoch 0.5 100 246 0 

30 pattern 0.5 100 246 0 

30 epoch 0.1 100 194 16 

30 pattern 0.02 100 13 15 

30 pattern 0.02 400 10 15 

30 pattern 0.02 1000 8 15 

125 epoch 0.01 300 38 19 

125 epoch 0.5 100 194 16 

125 pattern 0.5 100 194 16 

125 pattern 0.Q1 100 14 17 

125 pattern 0.01 500 7 18 

220 epoch 0.5 100 194 16 

220 pattern 0.5 100 296 0 

220 epoch 0.02 100 194 16 

220 pattern 0.02 100 194 16 

to the patient's final diagnosis (the present 'gold standard'). Stricter criteria, using 

various thresholds for counting a classification as correct, significantly reduced 

performance. 

All other things being equal, setting [grain equal to epoch produced better 

performance than [grain set to pattern and slow learning rates were better than high rates 

(although these required many epochs to reach convergence). The optimal number of 

hidden units was somewhat less than the number of input units, but not much less (125). 

To a great extent, learning depended on the initial starting weights. 'Good' initial 

weights allowed for faster and more accurate learning because the network's starting 

position in the error-weight space was in the neighbourhood of a global optimum (that 

is, the network was not prevented from eventually moving into a global optimum by an 

intervening local optimum). Nevertheless, after 2000 epochs, all networks managed to 
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classify 99% of the training set and at least 16 test cases correctly. A conservative 

conclusion, therefore, is that back-propagation networks will always get at least 16 test 

cases correct. 

Although it might be expected that at least some of the signs were redundant, 

reducing the number of inputs always resulted in degraded performance. From a 

practical viewpoint, this meant that back-propagation was not able to suggest any way 

in which the amount of data collected for each case could be reduced. Table 20.2 

summarizes the performance of the most successful network (125 hidden units, Igrain = 

epoch and Irate = 0.01). As may be seen, after 300 epochs, this network correctly 

classified 232 of the 246 training cases and 19 of the 30 test cases. After 3000 epochs, 

the network had reduced its error considerably and was able to classify correctly more 

than 99% of the training cases. So, there is no doubt about the network's ability to learn. 

Nevertheless, its best performance on the test cases was 63%. This suggests that there 

were insufficient training cases for the network to learn all the possible variations. Note, 

also, that test case accuracy was not well correlated with training case accuracy; the 

network that performed best on the test cases missed 14 of the training cases. Thus, it 

appears that there was some tradeoff between learning the specifics of the training set 

and generalization to the testing set. Given the small numbers of cases in the training 

sets, the network may have overfitted the training data, thus reducing its ability to 

generalize to the test set. 

H should be noted that the optimal network learned fairly slowly, taking 72.5 hours 

(real time) to converge, running continuously on the Sun 3/50. 

Table 20.2 Performance on the training and test sets at selected stages of learning. 

(The net had 159 input units, 125 hidden units, Igrain = epoch and Irate = 0.01) 

Number of correctly classified cases 

Error (sums of Training set Testing set 

Epochs squares) (N= 246) (N= 30) 

100 71.3 204 16 

300 37.8 232 19 

500 22.0 237 18 

700 15.7 240 17 

1000 9.8 242 17 

1500 5.9 244 17 

2000 4.8 244 18 

3000 4.4 244 18 
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RULE INDUCTION 

Table 20.3 summarizes the effects of changing various parameters on ID3's classific­

ation performance. The values in the table are the number of correctly classified test 

cases out of 30 averaged over 10 trees and rounded to the nearest whole number. Each 

cell in Table 20.3 represents ID3's performance using a specific combination of 

parameters. For example, the first row of the table shows that with a CF of 10% and 

windowing, 103 was correct on 16 cases using the gain criterion but only classified 15 

cases correctly using the gain ratio criterion. As noted earlier, 80 trees were constructed 

using different combinations of parameters. Using the gain criterion, and subsetting, 

most of these trees were able to get 16 of 30 test cases correct. 

Looking at Table 20.3 as a whole, it is apparent that, unlike back-propagation, ID3's 

performance was not greatly affected by changes to its parameters. The only exception 

was the gain criterion, which was consistently better than the gain ratio criterion-a 

rather unusual finding (see Quinlan, 1986, for example). 

Why should the gain criterion outperform the gain ratio criterion7 The answer 

undoubtedly lies in the specific characteristics of the abdominal pain domain. The gain 

criterion resulted in smaller and 'shallower' trees than the gain ratio criterion. In 

addition, signs with many values, such as 'pain onset site' (13 values), and age (8 values), 

Table 20.3 Classification performance of 103 under varying conditions (using all 

inputs) 

Gain criterion Gain ratio criterion 

No window No window 

(Single tree) (single tree) 

Pruning 

confidence No No 

factor (%) Windows subset Subset Windows subset Subset 

10 16 16 16 15 15 15 

20 15 15 15 14 14 11 

30 16 16 15 13 13 11 

40 16 16 16 13 11 11 

50 15 15 16 12 11 11 

60 15 15 16 12 11 11 

70 14 15 16 12 11 11 

80 14 15 16 13 11 11 

90 14 15 16 12 11 11 

100 14 15 16 11 11 11 
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tended to be used first (they were closer to the tree root) when trees were constructed 

using the gain criterion, whereas signs with relatively few values were closer to the root 

in trees constructed using the gain ratio criterion. In the present domain, signs with only 

a few values tend to be less diagnostic than those with many values. For example, 

'severity of pain' could take on only two values: 'moderate' or 'severe'. This highly 

subjective distinction does not differentiate well among classifications. Because the gain 

ratio criterion favours such signs it may have focused excessively on less diagnostic 

information. 

An important exception to this argument is the two-valued clinical sign, 'rebound 

tenderness' versus 'no rebound tenderness', which was regarded as the most important 

sign and chosen as the root of the tree under both the gain and the gain ratio criteria. 

This ability to provide new insight into the data-in this case, the identification of the 

most important sign-is one of the benefits ID3 has over back-propagation. 

Neither the gain nor the gain ratio are inherently superior (both need to be tested to 

determine which is best for a particular domain). The same is true of the remaining 

parameters. For example, windowing (using various initial window sizes) made little 

difference because the number of training cases from which trees were constructed with 

windowing (an average of 220) was almost the same as without windowing (246). Also, 

because tree generation required up to ten cycles, it was actually slower than building a 

single tree from the total number of items. The finding that windowing is slower than 

no windowing is not typical (see Quinlan, 1986); it emphasizes the differences among 

problem domains. 

Although the data used here were undoubtedly noisy, there is little evidence that 

ID3 was seriously overfitting the data. Pruning the tree using the CF and subsetting 

produced only small improvements in performance. Nevertheless, it is possible that 

some of the signs were redundant to ID3' s diagnostic process. To find out, we examined 

ID' 3 performance with reduced numbers of inputs. In contrast to back-propagation, 

ID3's performance actually improved when the number of inputs was reduced. ID3's 

best performance- 18 cases correctly classified out of 3D-was recorded using only 

11 inputs, the gain criterion, subsetting and a CF of 20%. Cross-validation, conducted 

by repartitioning the set into a new training and a new test set, produced the same 

results. It would appear that ID3 was able to extract general rules from the training 

cases, thereby eliminating the need for the specifics of each case. 

ID3, at its best, was slightly less accurate than back-propagation (18 versus 19 

correct), but the two procedures performed similarly, correctly classifying 16 cases or 

so. ID3 was rather more robust than back-propagation, getting 16 of 30 correct 

regardless of the parameters used. It was also of more practical value because it was able 

to identify the most important signs. (Reducing the amount of data necessary for a 

diagnosis can save time, money and sometimes lives.) Finally, ID3 had a great advantage 

in speed. In single-window mode, a complete run required only a few minutes. 

CONDITIONAL PROBABILITIES 

Conditional probabilities were calculated from the training set for each sign given each 

classification. Using Bayes's formula, these probabilities were used to calculate the 
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posterior probability of each of the three classifications given the particular pattern of 

signs presented by a case. Using a lenient criterion, each case was assigned to the 

category with the highest posterior probability. This method classified correctly 17 of 

the 30 test cases. The MEDICL program (which uses the conditional probabilities 

derived from the OMGE survey of 6000 cases) classified 19 of the 30 cases correctly but 

its results are not strictly comparable to those obtained in the present study because it 

uses a slightly different set of categories. 

The sign with the highest conditional probability for appendicitis was 'pain 

migrating to the right lower quadrant'. This is related to but not the same as the 

'rebound tenderness' sign designated most important by ID3. There was only modest 

overlap between ID3's most important 11 signs and those signs with high conditional 

probabilities. 

PHYSICIANS 

The doctors' initial diagnoses correctly classified 21 of the 30 cases in the test set. Thus, 

their performance was better than any of the other procedures. This is to be expected 

given their far greater experience with the domain and the strong possibility that some 

of the information they gained from their examination of the patients was not coded in 

the 159 signs. 

The doctors' 'hit' rate of 70% of the test set compares well with their average hit rate 

of 76% of training cases. As noted earlier, this outcome was achieved by design to 

ensure the test set cases were no more difficult than the training set. 

SENSITIVITY AND SPECIFICITY 

The raw performance of the various classification algorithms is summarized in 

Table 20.4. As may be seen, no technique reached the level of the doctors. But, given 

their greater experience and their probable access to additional information, this is not 

surprising. What is remarkable is how well the various techniques performed given the 

relatively small training set and their remarkable similarity; the differences among the 

various classification procedures were too small to justify statistical analysis. This does 

not mean, however, that the techniques are interchangeable. We used the contingency 

coefficient (SiegeL 1956) to determine whether the various techniques were all getting 

the same test cases right (or wrong). These coefficients were remarkably low. For 

example, the average correlation between the classifications reached by the Bayesian 

and ID3 procedures was only 0.35, and no correlation exceeded 0.55. It seems safe to 

conclude that the three procedures are attacking the classification problem in rather 

different ways. 

Of course, accuracy is only part of the story. As noted earlier, different types of error 

have different costs. For example, it is less costly to misdiagnose a non-specific pain 

patient as having appendicitis than to misdiagnose an appendicitis patient as non­

specific pain. In the first instance, the patient will have an unnecessary operation. In the 

second case, the patient may die. Looked at this way, pure accuracy becomes less 

important than sensitivity (true-positive rate) and specificity (true-negative rate). 
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Table 20.4 Summary of the best performances 

Other serious 

Diagnostician Appendicitis illness 

Back­

propagation 

103 

Bayesian 

Doctors t 

Maximum 
possible cases 

*Best performance 

tlnitial diagnosis only 

14 2 

15 o 

12 

14 2 

16 5 

Non-specific 
pain 

3 

3 

4 

5 

9 

Total correct 
cases* 

19 

18 

17 

21 

30 

Table 20.5 Sensitivity, specificity and predictive value of diagnosticians for diagnosing 
appendicitis 

Sensitivity Specificity 

Diagnostician (true positive rate or 1 - IX) {true negative rate or 1 - Pl 

Back-propagation 88 36 

Bayesian 69 36 

103 94 21 

Doctors 88 50 

These are summarized in Table 20.5 for appendicitis versus the other two categories. 

As may be seen, all three techniques have a relatively high sensitivity for 

appendicitis, with ID3 performing best. However, ID3's specificity is low. This means 

that its success in diagnosing appendicitis is achieved by over-using the diagnosis. 

Because of their large number of false positives, the predictive values (true positives/all 

positives) of ID3, back-propagation and Bayesian probability revision are all relatively 

low. Overall, the doctors probably perform best. They miss only two cases of 

appendicitis and have the lowest number of false positives. However, this is not a fair 

comparison because only doctors explicitly take into account the cost of mistakes. 

DISCUSSION 

The present results are limited by the small number of training and test cases. It has been 

suggested that a training set should contain at least five cases per item of input data per 
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classification (Wasson et ai., 1985). In the present case, this would mean a set of 2400 

cases. Few medical data bases are anywhere near this size. We should also note that the 

Bayesian analysis might have performed better if signs were not considered 

conditionally independent (Seroussi et a/., 1986). 

Given the relatively small training set, all of the techniques-but especially back­

propagation and ID3-performed remarkably well. Still, there were various differences 

among the techniques worth noting. First, ID3 was generally more robust than back­

propagation. For most runs, it achieved 15 or 16 correct classifications. Its worst 

performance was I I out of 30. Back-propagation, on the other hand, was highly 

susceptible to the learning rate parameter. If not set low enough, the algorithm would 

not converge at all. Back-propagation was also a much slower process than either ID3 

or Bayesian probability revision (it took days as compared with minutes running on the 

same machine). Finally, the workings of ID3 are more accessible than back-propagation; 

its trees can easily be stated as rules. It was able to give new insights into the data, 

emphasizing the importance of a particular sign and identifying the II most important 

signs. Back-propagation, in contrast, appeared to be learning patterns specific to the 

training set and provided no new insights into the data. 

Because the techniques made errors on different cases, they cannot be considered 

mere substitutes for one another. In the clinic, the best technique would be the one that 

minimized costly errors. In this regard, none of the techniques was as good as the 

doctors. But this comparison is unfair because none of the techniques was deSigned to 

attend to errors. It is possible that they would have performed as well as the doctors had 

they been biased away from certain categories. Such biases could easily be added to the 

network and to the Bayesian analysis (by requiring higher output thresholds for certain 

diagnoses). ID3 could also be trained to be cautious about certain diagnoses. If they had 

acceptable accuracy rates, techniques which take into consideration the costs and 

benefits of various outcomes have the potential to become realistic clinical decision aids. 

The design of such techniques constitutes an important path for future research. 
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NOTE 

1. An alternative technique is to use the symmetrical sigmoid function as an activation function. 

It has a range from - 1 to + 1, so males could be coded - 1 and females + 1. 
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