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Abstract— Body orientation gives useful information on as-
sessing a human’s state and/or predicting his/her future actions.
This paper presents a method of reliably estimating human
body orientation using a LIDAR on a mobile robot by inte-
grating shape and motion information. A shape database is
constructed by collecting body section shape data from various
viewpoints. The result of matching between an input shape
with the database is combined with a UKF-based tracker
which utilizes a relationship between the body orientation and
the motion orientation. The experimental results shows the
effectiveness of the proposed method.

I. INTRODUCTION

There is an increasing demand for personal service robots
that attend people and provide use-specific services. Such a
robot has to have various functions such as person detection
and identification. There are many works on human detection
and tracking using LIDAR (Laser Imaging Detection and
Ranging) [1], [2], images [3], [4], or depth cameras [5], [6].
These works are mainly concerned with human position and
motion. In addition to these kinds of information, human
body orientation could provide additional information such
as a possible direction to move. Therefore this paper deals
with body orientation estimation using LIDAR for mobile
robots.

Glas et al. [7] developed a method of estimating body
orientation by using multiple LIDARs observing a human
from various directions. They use a person model with arms
and estimate the pose by combining model-based shape
prediction with laser scan data. Matsumoto et al. [8] proposed
to use sectional-contour for determining human posture such
as standing, sitting, and bowing, obtained from multiple
LIDARs. Since the LIDARs in these works are supposed
to be fixed at different positions, they cannot be directly
applicable to mobile robots. Weinrich et al. [9] developed a
method of classifying human upper body orientation using
HOG [3] and an SVM decision tree. The resolution of image-
based orientation estimation is usually not as high as LIDAR-
based methods.

When a person walks, his/her moving direction and body
orientation are correlated to some extent, and this correlation
generally becomes larger at a higher speed. Chen et al.
[10] used this observation in a combined person tracking
and body orientation estimation using particle filter in visual
surveillance. Ardiyanto and Miura [11] dealt with a similar

problem by appearance-motion integration using UKF (un-
scented Kalman filter). Svenstrup et al. [12] used an obser-
vation that a person walking at a higher speed changes its
orientation less probably for making the orientation estimate
more accurate, although they did not use appearance nor
shape information.

In this paper, we propose a method of estimating human
body orientation by integrating shape information obtained
by a LIDAR and motion information obtained by a UKF (un-
scented Kalman filter) tracker. The shape-motion integration
part is based on our previous method [11].

The rest of the paper is organized as follows. Sec. II
describes a shape-based orientation estimation using a 2D
LIDAR. Sec. III describes our UKF formulation in shape-
motion integration for more reliable body orientation esti-
mation. Sec. IV shows experiments for accuracy validation
and those in human tracking situation. Sec. V concludes the
paper and discusses future work.

II. SHAPE-BASED BODY ORIENTATION ESTIMATION

A. Body shape models

We use a visible part of the section of human body
observed by a 2D LIDAR for orientation estimation. We
make a set of such data in advance as model data. The
set is generated by observing a human body at a certain
height from omnidirectional viewpoints. Supposing a robot
is following an adult, we put a LIDAR at the height of 85 cm
and at 2m distance. We take data at 36 viewpoints with
10 deg interval. We compare an input shape data with those
in the database to estimate the body orientation.

We developed a data acquisition system, which is com-
posed of a motorized turn table with a visual angular position
estimation. The accuracy of turn table angle measurement is
less than one degree.

B. Body orientation estimation by shape matching

The first step of body orientation estimation is to match an
input shape with those in the model database. All models and
input data are represented as binary images. Fig. 1(a) shows
a scene of obtaining a scan and its image representation, in
which one pixel corresponds to a 1 cm×1 cm square region.

An input image is compared with a set of images in the
database. Since each model image is specific to a certain



(a) Observation of body shape (green line)

and its binary image representation.

(b) Model image after

applying distance transform.

Fig. 1. Shape model acquisition and representation.

viewing direction, only translation is considered in matching
the input image and each model image. Here we use its
simplified version, that is, calculate the sum of the two
distances: dm is the averaged distance from each input edge
to its nearest model edge, and di is that from each model
edge to its nearest input edge.

After aligning the input and the model image with their
center-of-mass positions, we search a certain region (cur-
rently, 7×7 region) for the minimum-distance displacement.
This can be viewed as a simplified version of the Hausdorff
distance-based edge matching strategy [13].

One way to determine the body orientation is to choose
the model image with the lowest distance and thus the corre-
sponding viewing angle. This, however, has two drawbacks.
One is that the estimated angle become discrete and the
other is the sensitivity to noise. We therefore introduce a
weighting function which converts a distance to a weight and
calculate the weighted mean as an estimate. We also calculate
the variance of the estimation; such a variance information
is necessary for being used in a statistical framework like
Kalman filter. We use the following equations to calculate
the estimated orientation θ and its variance σ2

θ :

wi = e−κ(dm+di), (1)

θ =

∑N
i=1 wii∑N
i=1 wi

, (2)

σ2
θ =

∑N
i=1 wi(i− θ)2∑N

i=1 wi

, (3)

where i is a discrete orientation (i = 1, · · · , N ;N = 36), wi

is the weight for i. Fig. 2 shows an example histogram of
normalized weights for an observation. Note that the weights
are calculated for orientations in the ±40 deg range from
the previous orientation. At the same time, the periodicity
of angles is taken into account to compute a circular mean
from directional statistics.

C. Evaluation of body orientation estimation using one scan
of LIDAR data

We here evaluate the accuracy of shape-based body ori-
entation estimation, by considering several factors which
may affect to the accuracy, that is, distance, body size, and
clothing.
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Fig. 2. An example histogram of normalized weights.

(a) LIDAR scan (2m) (b) LIDAR scan (5m)

Fig. 3. Comparison of LIDAR data for a person at different distances.

1) Effect of distance to the person: The number of
measured 3D points decreases as the distance to the person
becomes larger. We compare the accuracy when the person
is at either 2m and 5m distant from the robot. Fig. 3 shows
an example of LIDAR data for these distances.

For the person with whom a set of model data was
acquired, we acquired data set for testing for each orientation,
ranging from 0 deg to 350 deg with 10 deg interval (as in
the case of model data acquisition), and performed scan-to-
scan comparisons to estimate the body orientation. For each
set of input LIDAR scans, the discrete orientation which is
supported by the highest number of estimations is selected as
the result. Considering the estimation is sometimes reversed
by 180 deg because the body shape looks very similar ob-
served from the front and the back, we classify the difference
between the input and the model into the five cases: 0 deg,
±10 deg, 180 deg, 180 ± 10 deg, and otherwise. Table I
summarizes the results. Since we can use face recognition
for discriminate 0 degree and 180 degree cases, as explained
later, we can conclude that even in 5m cases, the orientation
error is expected to be mostly within 10 deg

2) Effect of clothing: Changing clothing may change the
body shape. We compared three cases shown in Fig. 4.
Using clothing A as the model and the others for testing, we
estimate the mean and the maximum absolute error. Table II
summarizes the results showing clothing change can decrease
the accuracy of the body orientation estimation, however, the
proposed method still works well.

3) Effect of person to person difference: We take shape
data for three persons with the height of 160 cm, 170 cm and
180 cm. For each person, we collected two sets of shape data
for all orientations, one is for making a model and the other
for testing. We then calculate the absolute estimation error for
every combination of the model person and the test person.
Table III summarizes the result showing the height difference
between model and test data has a bad influence on the body



TABLE I
CLASSIFICATION OF ESTIMATION RESULTS FOR DIFFERENT DISTANCE

TO THE PERSON.

difference (deg) 0 ±10 180 180 ± 10 others
person is at 2m 27 7 2 0 0
person is at 5m 16 10 6 3 1

clothing A clothing B clothing C

Fig. 4. Three different clothing.

orientation estimation. However, the table also include the
case where the averaged image of all model images is used
as the model, which is shown to reduce the errors in average.
The result is similar to the case where the subject wears
different clothing.

III. SHAPE-MOTION INTEGRATION FOR BODY
ORIENTATION ESTIMATION

A. UKF-based integration

Integration of shape and motion is performed by introduc-
ing body orientation terms and information integration rules
into a human tracker. The tracker uses the Unscented Kalman
Filter (UKF) [14], which is a non-linear statistical filter and
known to be more accurate in many cases than Extended
Kalman filter. Another superior point of UKF is that it does
not require Jacobians, which are sometimes hard to derive.

B. Formulation

We basically follow the formulation by Ardiyanto and
Miura [11] but modify it so that the robot-centered coordinate
system is used.

1) State transition equation: State vector xt is defined
by:

xt =
(
xt, yt, ẋt, ẏt, φ

M
t , φS

t , θt
)T

, (4)

where (xt, yt) and (ẋt, ẏt) are the position and the velocity
of a person in the robot local coordinate, φM

t and φS
t are

the estimated orientation by the motion information and the
shape information, respectively, and θt is the orientation
estimation result that integrates φM

t and φS
t as described later.

Fig. 5 shows the relationships between the robot and the
person positions and the robot motion. Supposing a constant
velocity model, the person position/velocity part of the state

TABLE II
THE MEAN AND THE MAXIMUM ESTIMATION ERROR FOR DIFFERENT

CLOTHING WHEN CLOTHING A IS USED AS MODEL.

Clothing for testing clothing B clothing C
mean absolute error (deg) 3.21 5.96

maximum absolute error (deg) 8.21 17.0

TABLE III
COMPARISON OF ERRORS (IN DEG.) FOR VARIOUS COMBINATIONS OF

MODEL AND TEST PERSON.

model person test person averaged error maximum error
A 2.96 5.98

A B 3.98 8.48
C 8.32 15.1
A 4.26 10.7

B B 1.70 3.35
C 6.09 15.3
A 6.66 17.9

C B 3.95 7.52
C 2.86 6.41
A 3.33 10.4

Averaged B 2.32 4.41
C 5.16 12.3

equation is given by:

x̂t+1 = xt + ẋtΔt,

ŷt+1 = yt + ẏtΔt, (5)
ˆ̇xt+1 = ẋt,

ˆ̇yt+1 = ẏt,

where Δt is the cycle time and ·̂ indicates the posi-
tion/velocity in the robot coordinates at time t. Then, apply-
ing the coordinate transformation due to the robot motion
gives the following relationship:

xt+1 = (x̂t+1 −Δx) cosΔθ + (ŷt+1 −Δy) sinΔθ,

yt+1 = −(x̂t+1 −Δx) sinΔθ + (ŷt+1 −Δy) cosΔθ, (6)
ẋt+1 = ˆ̇xt+1 cosΔθ + ˆ̇yt+1 sinΔθ,

ẏt+1 = −ˆ̇xt+1 sinΔθ + ˆ̇yt+1 cosΔθ.

Combining eqs. (5) and (6) with additional noise terms, we
obtain:

xt+1 = (xt + ẋtΔt−Δx) cosΔθ

+ (yt + ẏtΔt−Δy) sinΔθ + εx,

yt+1 = −(xt + ẋtΔt−Δx) sinΔθ

+ (yt + ẏtΔt−Δy) cosΔθ + εy, (7)
ẋt+1 = ẋt cosΔθ + ẏt sinΔθ + ε̇x,

ẏt+1 = −ẋt sinΔθ + ẏt cosΔθ + ε̇y.

For orientation elements, we use the following equations:

φM
t+1 = arctan

(−ẋt sinΔθ + ẏt cosΔθ

ẋt cosΔθ + ẏt sinΔθ

)
+ εφM (vt),

φS
t+1 = φS

t −Δθ + εφS , (8)

θt+1 = φS
t + ω

1− e−vt

1 + e−vt

(
φM
t − φS

t

)
+ εθ,
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Fig. 5. Robot and person motion and coordinate transformation.

where vt is the speed of the person calculated from (ẋt, ẏt)
and ω is a constant. The last line in eq. (8) realizes the
shape-motion integration; as the person’s speed increases,
motion information is used more for orientation estimation.
Constant ω controls the influence of the speed to orientation
estimation. When ω = 0, only shape information is used,
while ω = 1, motion information is maximally utilized. We
will determine the value of ω experimentally, as described
later. εx, εy , εẋ, εẏ , εφS and ε ˙theta are fixed Gaussian noise
terms. εφM (vt) follows a zero-mean Gaussian with variance
σ2
ve

−vt; the error in motion orientation prediction becomes
smaller as the person speed increase.

2) Observation equation: The robot measures the person
position (xL

t , y
L
t ) and the body orientation (φL

t ) from LIDAR
data; the observation vector yt is given by:

yt =
(
xL
t , y

L
t , φ

L
t

)T
. (9)

Then the observation equation is defined as:

yt =

⎛
⎝ xt + εLx

yt + εLy
φS
t + εφL

⎞
⎠ (10)

φS
t and the variance of εφL are given by the weighted mean

and the weighted variance as explained in Sec. II-B.

IV. EXPERIMENTAL RESULTS

A. Accuracy evaluation with motion capture device

Sec. II-C has described evaluation results for the case
where one scan of LIDAR data is used, that is, those for the
shape only estimation. To evaluate the effect of shape-motion
integration, we used a motion capture device (VICON M2
Camera system) for measuring the body orientation on-line.

Fig. 6 shows the experimental environment. Three markers
are attached to a subject at the waist level. From the positions
of the markers, we can measure the body orientation as well
as body position. Four motion patterns were tested: stand
still, turn, straight, and circular. Example motion measure-
ments were shown in Fig. 7.

We first examined the effect of ω in eq. (8), which controls
how shape and motion information are integrated, on the

Fig. 6. Accuracy evaluation environment with VICON.

(a) straight movement. (b) circular movement.

Fig. 7. Example motion measurements.

estimation accuracy for the straight and circular motion. Fig.
8 summarizes the averaged error for various ω’s. Larger ω’s
are effective for the straight motion while smaller values
are effective for the circular one. Based on this result, we
determined to use 0.3 as ω.

Table IV compiles the accuracy data for all motion pat-
terns. For the straight and the circular motion, we also
compare the estimation only with shape information and that
with shape-motion integration. Since the experiments were
done in the environment which is different from the one
for generating shape models, the averaged error for “stand
still” is considered as offset between the environments, and
subtracted from the averaged errors in the other motion
patterns. The results show that shape-motion integration is
effective especially when a person walks relatively straightly.

B. On-line tracking and orientation estimation experiments

1) Implementation on the robot: We implemented the
proposed method on a real mobile robot, GRACE-I. The
robot can detect and follow a target person while estimating
his/her body orientation. Fig. 9 shows the configuration of
processing steps.

GRACE-I is equipped with four LIDARs (Hokuyo UTM-
30LX) at the heights of 30 cm and 85 cm so that 360 deg
scans at two levels are obtained. These two heights are
chosen to correspond to the body and the feet positions. The
robot has cameras for person identification based on face,
clothing, and other appearance features.

We measured the actual processing time in the case where
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Fig. 8. Effect of ω on the body orientation estimation accuracy.

TABLE IV
ERRORS IN VARIOUS MOTION PATTERNS (IN DEG.).

motion pattern averaged error std. dev.
stand still 6.34 0.83

turn 7.40 4.89

forward shape only 8.70 7.01
shape-motion integration 7.28 5.90

circular shape only 12.2 8.88
shape-motion integration 11.2 8.74

three to four persons are exist in the environment. The
average processing time for one frame was 37.6msec and
that for the shape matching and the UKF update per person
was 2.39msec.

2) Face recognition and orientation correction: As de-
scribed in Sec. II-C, we use a face recognition method
to discriminate 0 degree and 180 degree cases. We apply
the Viola-Jones face detector [15] with our illumination
normalization method [16] for detecting faces in various
illumination conditions. When a face is detected in the pre-
dicted head region, and when the estimated body orientation
is within the range between −30 deg and 30 deg as shown
in Fig. 10, we reverse the orientation, that is, add 180 deg to
the estimation result.

3) Tracking and orientation estimation: Fig. 11 shows
snapshots of tracking a person with estimating his body
orientation. The left column indicates the images from a
camera on the robot, in which cylinders and arrows indicate
the person positions and body orientations, respectively. The
right column indicate the maps with person information.
Circles, red one among them, and arrows indicate detected
persons, the target person, and the target’s body orientation,
respectively. In Fig. 11(a), the target person is standing
still and facing to the robot. In Fig. 11(b)-(d), the robot is
following the target person and his body orientations are well
estimated.

Fig. 12 shows the results of tracking and body orientation
estimation of multiple persons. The top-right corner of the
images shows the 2D mapping of persons and obstacles. The
results show the body orientations are well estimated.

V. CONCLUSIONS AND FUTURE WORK

This paper has described a body orientation estimation
method by shape-motion information. The shape information
is extracted from a 2D LIDAR scan and then compared with

shape model database

. . .

person detection

body shape extraction

shape-based estimation

motion estimation

odometry

shape-motion integration 
using UKF

position, velocity, and 
body orientation

shape-based 
orientation estimation

Person tracking and 
shape-motion integration

LIDARs

0 [deg] 10 [deg] 20 [deg]

Fig. 9. Outline of tracking and orientation estimation.
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y

robot
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-30 +30 [deg]

Fig. 10. Orientation range for reversing the measured orientation.

the shape models to generate an orientation estimation with
its variance. Considering the fact that the body orientation
and the motion direction are correlated to some extent,
the shape-based orientation information is combined with
motion information in a UKF framework to produce a better
orientation estimate. We evaluated the method with a motion
capture system as a ground truth and have shown the shape-
motion integration increases the accuracy of body orientation
estimation. The method is also implemented on a real robot
and successfully applied to a following robot scenario.

Although we have examined the effect of body size and
clothing on the estimation accuracy, the effects of larger
disturbances such as belongings (e.g., shoulder bag or back
pack) have not been evaluated. In such a case, if the change
of the body shape at the height of 2D LIDAR scans is large,
the estimation could be much worse. We are also planning
to use a 3D LIDAR so that informative parts of scans can
be selectively utilized for a better estimation. Application of
body orientation estimate to recognition of various human
interactions such as two persons talking closely is also future
work.
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