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Abstract

A novel algorithm for motion segmentation is proposed.
The algorithm uses the fact that shape of an object with homo-
geneous motion is represented as 4 dimensional linear space.
Thus motion segmentation is done as the decomposition of
shape space of multiple objects into a set of 4 dimensional
subspace. The decomposition is realized using the discrimi-
nant analysis of orthogonal projection matrix of shape space.
Since only discriminant analysis of 1D data is needed, this
analysis is quite simple. The algorithm based on the analysis
is robust for data with noise and outliers, because the analysis
can extract useful information for motion segmentation while
rejecting useless one. The implementation results show that
the proposed method is robust and efficient enough to do
online task for real scenes.

1 Introduction
Motion segmentation is essential to analysis of motions

using an image sequence for shape from motion, video coding,
and motion based control of active camera.

Motion segmentation algorithms proposed thus far is clas-
sified into three categories. The first category uses sampling
and verification [1] [2]: some feature correspondences are
randomly sampled from image pair and then they are verified
whether epipolar constraints for single motion are satisfied.
The second one is optimization based on probability distri-
bution [3]-[5], e.g. Bayesian estimation. The algorithms in
these two categories have the same problem, the chicken and
egg problem, because the former incorporates spatial prox-
imity into random sampling to increase the possibility for
extracting feature correspondences that belong to the same
group and the latter requires appropriate initial guesses of
motion information; these facts mean that information about
“each group” is necessary in advance to obtain information
used in segmentation.

The third category uses simultaneous calculation of mo-
tions to avoid the chicken and egg problem [6]-[9]. In
particular, factorization based method [7]-[9] has attracted at-
tention. Basically, orthogonal projection matrix of the linear
space that represents shape of objects, that is shape space,
has been used for segmentation in the method: the basis of
shape space can be computed from the SVD of measurement
matrix with the coordinates of feature correspondences as
entities. The clustering for the basis of shape space that can
be regarded as optimization has been used in [7]. In [8], the

orthogonal projection matrix was called the shape interaction
matrix, and optimization based on the energy represented
by the sum of entities of it has been used in segmentation.
Optimization using bipartite graph which was made based on
shape space has been used in [9]. These optimizations were
needed to solve the combinatorial problem in segmentation.
They, however, have a common problem: the lack of robust-
ness for feature correspondences with noise and outliers [10];
these methods were difficult to apply for practical situation.

A concept of feature selection using a discriminant crite-
rion is introduced to give robustness and efficiency for motion
segmentation based on orthogonal projection matrix of shape
space. Feature selection is carried out by selecting only one
row of orthogonal projection matrix corresponding to one
feature point extracted in image. The discriminant analysis
for the entities in each row of orthogonal projection matrix
is used to select the feature with the most useful information
for segmentation. A group is extracted based on the result of
discriminant analysis for the selected feature. The same pro-
cedure is applied recursively to remaining features to extract
other groups. Since features with no useful information are
rejected automatically, the algorithm is robust against noise
and outliers. No combinatorial problem occurs in grouping,
since only one row of orthogonal projection matrix is used.
Additionally, no prior knowledge is needed on the number of
objects because groups are extracted recursively.

Section 2 shows the derivation and the properties of mea-
surement matrix under N objects case which we reformulate.
Section 3 describes the definition and property of orthogonal
projection matrix of shape space. Section 4 presents the
proposed motion segmentation algorithm based on feature se-
lection using discriminant criterion. Section 5 demonstrates
the experimental results of off-line and on-line implementa-
tions. Section 6 shows conclusions.

2 Measurement Matrix Obtained from Multi-
ple Moving Objects

The measurement matrix obtained from multiple moving
objects under affine projection is derived in this section. The
properties of the measurement matrix which are useful for
segmentation are shown from the results of the derivation. In
the following sections, N is the number of objects, P i is the
number of features of the i-th object, P=

PN

i=1 P
i, and F is

the number of frames.
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2.1 Derivation of Measurement Matrix

The 3D coordinates of the feature of the i-th object in
world coordinates is represented by matrixDs

i (i=1; : : : ; N )
as follows:

Ds
i

4�P i

=

0
B@

xi1 xi2 : : : xi
P i

yi1 yi2 : : : yi
P i

zi1 zi2 : : : zi
P i

1 1 : : : 1

1
CA (1)

The motion parameters of the i-th object in the j-th frame
is represented by M i

j (j=1; : : : ; F ). This matrix consists of
rotation matrixRi

j and translation vector tij .

M
i
j

4�4

=

�
R

i
j t

i
j

0 0 0 1

�
(2)

The motion parameters of the i-th object through all frames
are represented by matrixM i as follows:

M
i

4F�4
=

�
M

i
1
t
;M

i
2
t
; : : : ;M

i
F

t
�t

(3)

The 3D coordinates of features in each frame are collected in
matrixWw.

Ww
4F�P

= Mw
4F�4N

Ds
4N�P

(4)

where

Ds
4N�P

= diag
�
D

1
s;D

2
s; : : : ;D

N
s

�
(5)

Mw
4F�4N

=

�
M

1
;M

2
; : : : ;M

N
�

(6)

The coordinates of features measured in image plane are the
projection of above 3D coordinates. The following affine
camera model is used in this projection.

�m̃ = P
0

aX̃ (7)

P
0

a =

�
p11 p12 p13 p14
p21 p22 p23 p24
0 0 0 p34

�
(8)

where m̃ and X̃ are the coordinates of features in image plane
and 3D space represented by homogeneous coordinates. If m̃
and X̃ do not get the point at infinity, Eq.(7) can be expressed
as follows:

m = P a

�
X

t
; 1
�t

(9)

P a =

�
p11 p12 p13 p14
p21 p22 p23 p24

�
(10)

wherem andX are the Euclidean coordinates whose repre-
sentations in homogeneous coordinates are m̃ and X̃.

The feature correspondences are obtained by applying the
projection matrix of each frame P i

a (i=1; : : : ; F ) to the 3D

coordinates of Eq.(4) as follows:

W s
2F�P

= Ap
2F�4F

Mw
4F�4N

Ds
4N�P

= M
2F�4N

Ds
4N�P

(11)

M = ApMw (12)

Ap = diag
�
P

1
a;P

2
a; : : : ;P

F
a

�
(13)

2F;P � 4N (14)

Segmentation information is contained in the matrixW s: the
first P 1 columns are the feature correspondences of object
1, and the next P 2 columns are the feature correspondences
of object 2, etc. The segmentation information, however, is
not given a priori. Thus the columns of W s corresponding
to the features of objects are permutated. For example, this
permutation depends on the method of scan on image to
measure the coordinates of features. The permutation can be
represented by the permutation matrix �col. The permutated
matrix is represented as follows:

W=W s�col (15)

The matrixW is called a measurement matrix.

2.2 Properties of Measurement Matrix

The properties of the measurement matrix derived from
Eq.(11) are as follows:
(i) The measurement matrix can be decomposed into two
matrices M and Ds which are contained motion and shape
information.
(ii) The rank of the measurement matrix is 4N for N objects
case.

These are fundamental properties for motion segmentation
using measurement matrix.

3 Orthogonal Projection Matrix of Shape
Space

To utilize the properties of measurement matrix shown in
2.2 for motion segmentation, decomposition of measurement
matrix is considered. Given measurement matrix, we can
decompose it using the SVD as follows:

W
2F�P

= Ur
2F�r

�r
r�r

V
t
r

r�P

(16)

where U r and V r are the orthogonal basis of column and
row space of measurement matrix and r=1; : : : ;min (2F;P ).
The diagonal matrix �r consists of singular values. If r is
identical to the number of nonzero singular values, it is the
rank of the measurement matrix.

From the first property shown in 2.2, we can see that the
row space of measurement matrix, a linear space spaned by
the orthogonal basis in matrix V in Eq.(16), represents the
shape of objects. Thus the row space is called shape space in
this paper.

The dimension of shape space is 4N and shape space
can be decomposed into a set of 4 dimensional subspace
corresponding to one object. These facts can be understood
from the second property shown in 2.2. Motion segmentation,
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Figure 1: An example of data with information useful for
segmentation and without. (a) Orthogonal projection matrix
obtained from real image sequence. (b) Change in the sorted
entities of a row with useful information. (c) Change in the
sorted entities of a row without useful information.

therefore, can be carried out through the decomposition of
shape space.

The following orthogonal projection matrix of shape space
is utilized in the decomposition:

X
P�P

=V rV
t
r=(x1; : : : ;xP )t (17)

The size of this matrix is P � P ; both columns and rows of
this matrix correspond to P features extracted in image. If
data are not contaminated by noise, entities xij of X have
the following property [8] [12]:

xij

8>>><
>>>:

6 =0; If features corresponding to the
i-th row and j-th column
belong to the same object.

=0; If features corresponding to the
i-th row and j-th column
belong to a different object.

(18)

Using this property, we can easily find the group of fea-
tures corresponding to homogeneous motions. The property,
however, is not exactly satisfied for data with noise and out-
liers. The lack of robustness for such data is a problem for
the conventional methods using orthogonal projection matrix
[7]-[10].

4 Robust Motion Segmentation Based on Fea-
ture Selection

In this section, an algorithm based on feature selection is
proposed to give a robustness for motion segmentation using
orthogonal projection matrix.
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Figure 2: An example of calculation of discriminant criterion.

4.1 Concept of Feature Selection

In the proposed method, only a feature with the most
useful information for segmentation is selected. This feature
selection reduces the effect of noise and outliers automatically,
and eliminates the combinatorial problem in segmentation.

The usefulness of feature selection can be explained using
an example shown in Fig.1. Two graphs, Fig.1 (b) and
(c), represent the change in the sorted entities of rows in
the orthogonal projection matrix shown in Fig.1 (a) obtained
from real image sequence. The entities of Fig.1 (b) have more
useful information for segmentation than one of Fig.1 (c),
because the entities of Fig.1 (b) can easily be divided into two
groups; they can easily be divided into the entities regarded
as zero and one regarded as nonzero. As this example,
only part of the features may have information useful for
segmentation. Thus, the proposed method selects one row
in orthogonal projection matrix with entities as shown in
Fig.1 (b) which corresponds to a feature with the most useful
information for segmentation, while rejects features with no
useful information as shown in Fig.1 (c).

4.2 Feature Selection Using Discriminant Criterion

The problem is how to select a row with the most useful
information for segmentation. The discriminant criterion
can be used in selection. Given r in Eq.(16), orthogonal
projection matrixX is calculated. Entities of each row xk of
X (k=1; : : : ; P ) are then sorted. The following discriminant
criterion[13] is used to separate entities of row vector xk into
two groups:

� =

�2
B

�2
W

(19)

�2
B = N1N 2 ("̄1 � "̄2)2 (20)

�2
W = N1�2

1 + N2�2
2 (21)

where "̄1, "̄2, �2
1, �2

2, N1 and N 2 are the mean, variance,
and the number of entities of each group, �2

B and �2
W are the

variance between groups and one within groups. �2
B shows

the difference between means of two groups and �2
W shows

the homogeneity of entities in each group.
To find the grouping that maximizes�, xkl (l=1; : : : ; P ) are

used as a threshold for entities of xk=fxk1; xk2; : : : ; xkPg.
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Figure 3: Recursive procedure for segmentation.

For example, the entities of a row shown in Fig.2 are divided
into two groups using line at 50 of abscissa, the discriminant
criterion is small, because the variance of entities in left
group, i.e., �2

W is large. On the other hand, if the entities
are divided using line at 23, the discriminant criterion of this
case is larger than the case of line at 50, because the variance
between groups is large while one within groups is small. We
can, therefore, find the appropriate boundary between two
groups automatically using discriminant criterion; we do not
need threshold to find it.

For Fig.1 (b), discriminant criterion is large because these
is a large gap at 23 of abscissa, while only small discriminant
criterion can be obtained for Fig.1 (c) because these is no
large gap. Thus a row with the most useful information
for segmentation can be selected by finding the row with
maximum discriminant criterion. Let �k be the discriminant
criterion used in grouping for the k-th row vector, e.g. the
discriminant criterion at 23 in Fig.2. The feature with the most
useful information for segmentation is selected as follows:

kselect=arg max
k

�k (22)

After feature selection, we can extract one group from the
results of calculation of discriminant criterion of the kselect-th
row (left and middle figure in Fig.3). In the next step, the
matrix corresponding to the remaining features is extracted
from orthogonal projection matrix (right figure in Fig.3) and
discriminant criteria for rows of this matrix are calculated
to extract another group. The same procedure is carried
out recursively to extract other groups until the discriminant
criterion of selected feature is smaller than the given threshold.

�kselect < �threshold (23)

This equation means that there is no useful information for
segmentation in the entities of orthogonal projection matrix.

The parameter r in Eq.(16) is the rank of the measurement
matrix if it can be estimated correctly from the singular
values obtained by the SVD. The rank, however, is difficult to
estimate for feature correspondences with noise and outliers.
In this research, parameter r is determined from the view
on separation. The recursive algorithm explained above is
applied using parameter r in some range, e.g., [3:12]. The
segmentation result maximizing the following equation, sum
of �kselect of extracted g groups, is used as a final result:

� (r) =
gX
i=1

�kselect (i; r) (24)

This equation means that the rank corresponding to the seg-
mentation result with maximum separation of entities of
orthogonal projection matrix is used.

4.3 Features of the Proposed Method

The features of the proposed method are summarized as
follows:
(i) Robustness against noise and outliers due to feature selec-
tion; the data without useful information for segmentation are
automatically rejected.
(ii) No combinatorial problem occurs in segmentation; the
groups of features can be extracted using exhaustive cal-
culation of discriminant criteria because only less than P
combinations are contained in one row of orthogonal projec-
tion matrix.
(iii) Simple and stable numerical computation; only the SVD
and the calculation of discriminant criteria are needed.
(iv) No need for prior knowledge on the number of objects;
groups are extracted by the recursive procedure.

These features are useful in practical situation as shown in
the experimental results.

5 Experimental Results
The results of off-line and on-line implementations are

shown. The purpose of off-line implementation is to confirm
the effect of outlier rejection, and the one of on-line imple-
mentation is to show the robustness and efficiency in real
situations.

The threshold of Eq.(23) was 5.0 and the parameter r
in Eq.(16) was changed in range [3:12] for all experiments.
The feature points in images were extracted using the corner
detector proposed in [14]. The matching of feature points
was carried out using normalized correlation.

5.1 Off-line Implementation

For the car sequence (Fig.4), 10 frames were used. Both
the camera and car were moved; the background was not
still. The two groups extracted corresponded to the car
and background (Fig.5 (a), (b)) and the rest corresponded
to the features points with inhomogeneous motion due to
matching errors (Fig.5 (c)); the proposed method could reject
the outliers with no useful information while detecting the
dominant motions.

For the human walk sequence (Fig.6), 10 frames were
used. The camera was fixed. The two groups extracted
corresponded to the human and background (Fig.7 (a), (b)).
Matching errors and overlap between feature points on back-
ground and human led to the inhomogeneous motions (Fig.7
(c)). The proposed method could detect such small difference
of motions and thus extract the homogeneous and dominant
motions from the data with outliers.

These results of off-line implementation show the effect
of outlier rejection of the proposed method.

5.2 On-line Implementation

The parallel processing by two personal computers with
Pentium II 450 MHz (PC1) and Pentium III 500 MHz (PC2)
was used in the implementation. Tracking of feature points
was continuously carried out on PC1: the image processing
board with hardware for calculation of normalized correlation
was used in matching of feature points. Motion segmentation
was done on PC2 every 30 frames. The measurement matrix
used in motion segmentation was sent to PC2 from PC1 and
the result of motion segmentation was returned to PC1 to give
the group number for each feature point. The Parallel Virtual
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Machine (PVM) library[15] was used in the communication
between two PCs. Using this parallel processing, we could
segment motions without interruption of tracking process.

Two results are shown in Fig.8 and Fig.9. The rectangle
in these figures shows the position of the center of gravity of
feature points regarded as a group with motion larger than 10
pixels.

For the human head sequence (Fig.8), the motion of
the head was continuously tracked and segmented over 800
frames (Fig.8(a)-(f)), although the feature correspondences
had many matching errors, particularly in homogeneous re-
gions such as the white wall.

For the two books sequence (Fig.9), the proposed method
could segment the motions correctly, although the two books
were separated (Fig.9(a)-(c)) and combined (Fig.9(d)-(f)), and
the feature correspondences contained many outliers due to
matching errors and overlap between moving regions and
background. This result shows that prior knowledge on the
number of objects is not needed in the proposed method. The
motions were tracked and segmented over 2300 frames.

The computational time of motion segmentation and the
frame rate of tracking were about 300 [ms] and 10 [frame/sec]
for about 100 feature points.

These results of on-line implementation show the robust-
ness and the efficiency of the proposed method.

6 Conclusions

A motion segmentation algorithm based on orthogonal
projection matrix of shape space has been proposed. The
proposed method has robustness and efficiency due to feature
selection based on discriminant criterion. The usefulness of
the proposed method in practical situations was confirmed by
the experiments of off-line and on-line implementations using
real image sequences.

The proposed method requires approximation by an affine
camera model because it is based on the measurement matrix
shown in Eq.(11). The development of an algorithm under
perspective projection is a problem for future work.
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(a) (b)

Figure 4: Car image sequence. (a) Frame 1. (b) Frame 10. The small rectangles show the extracted feature points.
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Figure 5: Segmentation result for a car image sequence. (a),(b) Trajectories of feature points for groups with dominant motions.
(c) Trajectories of feature points regarded as outliers.

(a) (b)

Figure 6: Human walk image sequence. (a) Frame 1. (b) Frame 10.
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Figure 7: Segmentation result for a human walk image sequence. (a),(b) Trajectories of feature points for groups with dominant
motions. (c) Trajectories of feature points regarded as outliers.
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(d) (e) (f)

Figure 8: Segmentation result for on-line image sequence of human head. (a) 0 sec. (b) 5 sec. (c) 14 sec. (d) 18 sec. (e) 23 sec.
(f) 27 sec. The rectangle shows the position of the center of gravity of feature points regarded as a group with motion larger than
10 pixels.

(a) (b) (c)

(d) (e) (f)

Figure 9: Segmentation result for on-line image sequence of two books. (a) 9 sec. (b) 27 sec. (c) 28 sec. (d) 41 sec. (e) 75 sec.
(f) 77 sec. Two books were separated ((b),(c)) and combined ((e),(f)).
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