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Abstract

A novel algorithm for motion segmentation is pro-
posed. The algorithm uses the fact that shape of an object
with homogeneous motion is represented as 4 dimension-
al linear space. Thus motion segmentation is done as the
decomposition of shape space of multiple objects into a set
of 4 dimensional subspace. The decomposition is realized
using the discriminant analysis of orthogonal projection
matriz of shape space. Since only discriminant analy-
sis of 1D data is needed, this analysis is quite simple.
The algorithm based on the analysis is Tobust for data
with noise and outliers, because the analysis can extract
useful information for motion segmentation while reject-
ing useless one. The implementation results show that
the proposed method is robust and efficient enough to do
online task for real scenes.

1 Introduction

Motion segmentation is essential to analysis of mo-
tions using an image sequence for shape from motion,
video coding, and motion based control of active camer-
a.

Motion segmentation algorithms proposed thus far is
classified into three categories. The first category uses
sampling and verification [1] [2]: some feature correspon-
dences are randomly sampled from image pair and then
they are verified whether epipolar constraints for sin-
gle motion are satisfied. The second one is optimization
based on probability distribution [3]-[5], e.g. Bayesian
estimation. The algorithms in these two categories have
the same problem, the chicken and egg problem, because
the former incorporates spatial proximity into random
sampling to increase the possibility for extracting fea-
ture correspondences that belong to the same group and
the latter requires appropriate initial guesses of motion
information; these facts mean that information about
“each group” is necessary in advance to obtain informa-
tion used in segmentation.

The third category uses simultaneous calculation of
motions to avoid the chicken and egg problem [6]-[9]. In
particular, factorization based method [7]-[9] has attract-
ed attention. Basically, orthogonal projection matrix of
the linear space that represents shape of objects, that
is shape space, has been used for segmentation in the
method: the basis of shape space can be computed from
the SVD of measurement matrix with the coordinates of
feature correspondences as entities. The clustering for
the basis of shape space that can be regarded as opti-
mization has been used in [7]. In [8], the orthogonal pro-

jection matrix was called the shape interaction matrix,
and optimization based on the energy represented by the
sum of entities of it has been used in segmentation. Op-
timization using bipartite graph which was made based
on shape space has been used in [9]. These optimiza-
tions were needed to solve the combinatorial problem in
segmentation. They, however, have a common problem:
the lack of robustness for feature correspondences with
noise and outliers [10]; these methods were difficult to
apply for practical situation.

A concept of feature selection using a discriminant
criterion is introduced to give robustness and efficiency
for motion segmentation based on orthogonal projection
matrix of shape space. Feature selection is carried out by
selecting only one row of orthogonal projection matrix
corresponding to one feature point extracted in image.
The discriminant analysis for the entities in each row of
orthogonal projection matrix is used to select the fea-
ture with the most useful information for segmentation.
A group is extracted based on the result of discriminant
analysis for the selected feature. The same procedure is
applied recursively to remaining features to extract oth-
er groups. Since features with no useful information are
rejected automatically, the algorithm is robust against
noise and outliers. No combinatorial problem occurs in
grouping, since only one row of orthogonal projection
matrix is used. Additionally, no prior knowledge is need-
ed on the number of objects because groups are extracted
recursively.

Section 2 shows the derivation and the properties of
measurement matrix under N objects case which we re-
formulate. Section 3 describes the definition and proper-
ty of orthogonal projection matrix of shape space. Sec-
tion 4 presents the proposed motion segmentation algo-
rithm based on feature selection using discriminant cri-
terion. Section 5 demonstrates the experimental results
of off-line and on-line implementations. Section 6 shows
conclusions.

2 Measurement Matrix Obtained from
Multiple Moving Objects

The measurement matrix obtained from multiple
moving objects under affine projection is derived in this
section. The properties of the measurement matrix
which are useful for segmentation are shown from the
results of the derivation. In the following sections, IV is
the number of objects, P* is the number of features of

the i-th object, P = Zi\il P’ and F is the number of
frames.



2.1 Derivation of Measurement Matrix

The 3D coordinates of the feature of the i-th ob-
ject in world coordinates is represented by matrix D,"
(t=1,...,N) as follows:
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The motion parameters of the i-th object in the j-th
frame is represented by M (j = 1,..., F'). This matrix

consists of rotation matrix R; and translation vector t;-.
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The motion parameters of the i-th object through all
frames are represented by matrix M" as follows:
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The 3D coordinates of features in each frame are collect-
ed in matrix W,.

W, = M, D, (4)
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D, = diag(D;,Dﬁ,...,Df) (5)
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The coordinates of features measured in image plane are
the projection of above 3D coordinates. The following
affine camera model is used in this projection.
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where m and X are the coordinates of features in image
plane and 3D space represented by homogeneous coor-
dinates. If m and X do not get the point at infinity,
Eq.(7) can be expressed as follows:

m = P,(x'1) (9)
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where m and X are the Euclidean coordinates whose
representations in homogeneous coordinates are m and
X.

The feature correspondences are obtained by applying
the projection matrix of each frame P}, (i =1,...,F) to
the 3D coordinates of Eq.(4) as follows:
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Segmentation information is contained in the matrix
W,: the first P! columns are the feature correspon-
dences of object 1, and the next P? columns are the
feature correspondences of object 2, etc. The segmenta-
tion information, however, is not given a priori. Thus the
columns of W corresponding to the features of objects
are permutated. For example, this permutation depends
on the method of scan on image to measure the coordi-
nates of features. The permutation can be represented
by the permutation matrix IT.,. The permutated ma-
trix is represented as follows:

W =W,II, (15)

The matrix W is called a measurement matrix.

2.2 Properties of Measurement Matrix

The properties of the measurement matrix derived
from Eq.(11) are as follows:
(i) The measurement matrix can be decomposed into t-
wo matrices M and D, which are contained motion and
shape information.
(ii) The rank of the measurement matrix is 4N for N
objects case.

These are fundamental properties for motion segmen-
tation using measurement matrix.

3 Orthogonal Matrix of

Shape Space

Projection

To utilize the properties of measurement matrix
shown in 2.2 for motion segmentation, decomposition of
measurement matrix is considered. Given measurement
matrix, we can decompose it using the SVD as follows:
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where U, and V, are the orthogonal basis of col-
umn and row space of measurement matrix and r =
1,...,min (2F, P). The diagonal matrix X, consists of
singular values. If r is identical to the number of nonzero
singular values, it is the rank of the measurement matrix.

From the first property shown in 2.2, we can see that
the row space of measurement matrix, a linear space s-
paned by the orthogonal basis in matrix V' in Eq.(16),
represents the shape of objects. Thus the row space is
called shape space in this paper.

The dimension of shape space is 4N and shape space
can be decomposed into a set of 4 dimensional subspace
corresponding to one object. These facts can be under-
stood from the second property shown in 2.2. Motion
segmentation, therefore, can be carried out through the
decomposition of shape space.

The following orthogonal projection matrix of shape
space is utilized in the decomposition:

P.i(P:VTVi:(ml,...

s wp)t (17)
The size of this matrix is P x P; both columns and rows of
this matrix correspond to P features extracted in image.
If data are not contaminated by noise, entities z;; of X
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Figure 1: An example of data with information useful for
segmentation and without. (a) Orthogonal projection
matrix obtained from real image sequence. (b) Change
in the sorted entities of a row with useful information.
(c) Change in the sorted entities of a row without useful
information.

have the following property [8] [12]:

# 0, If features corresponding to the
i-th row and j-th column
belong to the same object. 18
=0, If features corresponding to the (18)
i-th row and j-th column
belong to a different object.

Using this property, we can easily find the group of fea-
tures corresponding to homogeneous motions. The prop-
erty, however, is not exactly satisfied for data with noise
and outliers. The lack of robustness for such data is a
problem for the conventional methods using orthogonal
projection matrix [7]-[10].

4 Robust Motion Segmentation Based
on Feature Selection

In this section, an algorithm based on feature selection
is proposed to give a robustness for motion segmentation
using orthogonal projection matrix.

4.1 Concept of Feature Selection

In the proposed method, only a feature with the most
useful information for segmentation is selected. This fea-
ture selection reduces the effect of noise and outliers au-
tomatically, and eliminates the combinatorial problem in
segmentation.

The usefulness of feature selection can be explained
using an example shown in Fig.1. Two graphs, Fig.1 (b)
and (c), represent the change in the sorted entities of
rows in the orthogonal projection matrix shown in Fig.1
(a) obtained from real image sequence. The entities of
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Figure 2: An example of calculation of discriminant cri-
terion.

Fig.1 (b) have more useful information for segmentation
than one of Fig.1 (c), because the entities of Fig.1 (b)
can easily be divided into two groups; they can easily
be divided into the entities regarded as zero and one re-
garded as nonzero. As this example, only part of the
features may have information useful for segmentation.
Thus, the proposed method selects one row in orthog-
onal projection matrix with entities as shown in Fig.1
(b) which corresponds to a feature with the most useful
information for segmentation, while rejects features with
no useful information as shown in Fig.1 (c).

4.2 Feature Selection Using Discriminant
Criterion

The problem is how to select a row with the most
useful information for segmentation. The discriminant
criterion can be used in selection. Given r in Eq.(16),
orthogonal projection matrix X is calculated. Entities
of each row x), of X (k=1,..., P) are then sorted. The
following discriminant criterion[13] is used to separate
entities of row vector xj into two groups:

2

(o
N = B 19
oy (19)
0% = N'N?(&g —&)? (20)
o = N'o} + N?%03 (21)

where €1, €2, 02, 05, N! and N? are the mean, variance,

and the number of entities of each group, 0% and o, are

the variance between groups and one within groups. 0%

shows the difference between means of two groups and
0%, shows the homogeneity of entities in each group.

To find the grouping that maximizes A, zp
(I=1,...,P) are used as a threshold for entities of
xr = {Tk1,Tk2,...,xkp}. For example, the entities of
a row shown in Fig.2 are divided into two groups using
line at 50 of abscissa, the discriminant criterion is small,
because the variance of entities in left group, i.e., o, is
large. On the other hand, if the entities are divided using
line at 23, the discriminant criterion of this case is larger
than the case of line at 50, because the variance between
groups is large while one within groups is small. We
can, therefore, find the appropriate boundary between
two groups automatically using discriminant criterion;
we do not need threshold to find it.

For Fig.1 (b), discriminant criterion is large because
these is a large gap at 23 of abscissa, while only small



P-P1

=]

Figure 3: Recursive procedure for segmentation.

discriminant criterion can be obtained for Fig.1 (c) be-
cause these is no large gap. Thus a row with the most
useful information for segmentation can be selected by
finding the row with maximum discriminant criterion.
Let A; be the discriminant criterion used in grouping for
the k-th row vector, e.g. the discriminant criterion at 23
in Fig.2. The feature with the most useful information
for segmentation is selected as follows:

kselect = arg m}gx )\k (22)

After feature selection, we can extract one group from
the results of calculation of discriminant criterion of the
kselect-th row (left and middle figure in Fig.3). In the
next step, the matrix corresponding to the remaining
features is extracted from orthogonal projection matrix
(right figure in Fig.3) and discriminant criteria for rows
of this matrix are calculated to extract another group.
The same procedure is carried out recursively to extract
other groups until the discriminant criterion of selected
feature is smaller than the given threshold.

Aksereer < Athreshold (23)

This equation means that there is no useful information
for segmentation in the entities of orthogonal projection
matrix.

The parameter r in Eq.(16) is the rank of the mea-
surement matrix if it can be estimated correctly from the
singular values obtained by the SVD. The rank, howev-
er, is difficult to estimate for feature correspondences
with noise and outliers. In this research, parameter r is
determined from the view on separation. The recursive
algorithm explained above is applied using parameter
r in some range, e.g., [3:12]. The segmentation result
maximizing the following equation, sum of A of ex-
tracted g groups, is used as a final result:

select

AG) = D Mo (027) (24)

This equation means that the rank corresponding to the
segmentation result with maximum separation of entities
of orthogonal projection matrix is used.

4.3 Features of the Proposed Method

The features of the proposed method are summarized
as follows:
(i) Robustness against noise and outliers due to feature
selection; the data without useful information for seg-
mentation are automatically rejected.
(ii) No combinatorial problem occurs in segmentation;
the groups of features can be extracted using exhaus-
tive calculation of discriminant criteria because only less

than P combinations are contained in one row of orthog-

onal projection matrix.

(iii) Simple and stable numerical computation; only the

SVD and the calculation of discriminant criteria are

needed.

(iv) No need for prior knowledge on the number of ob-

jects; groups are extracted by the recursive procedure.
These features are useful in practical situation as

shown in the experimental results.

5 Experimental Results

The results of off-line and on-line implementations are
shown. The purpose of off-line implementation is to con-
firm the effect of outlier rejection, and the one of on-line
implementation is to show the robustness and efficiency
in real situations.

The threshold of Eq.(23) was 5.0 and the parameter
r in Eq.(16) was changed in range [3:12] for all experi-
ments. The feature points in images were extracted using
the corner detector proposed in [14]. The matching of
feature points was carried out using normalized correla-
tion.

5.1 Off-line Implementation

For the car sequence (Fig.4), 10 frames were used.
Both the camera and car were moved; the background
was not still. The two groups extracted corresponded
to the car and background (Fig.5 (a), (b)) and the rest
corresponded to the features points with inhomogeneous
motion due to matching errors (Fig.5 (c)); the proposed
method could reject the outliers with no useful informa-
tion while detecting the dominant motions.

For the human walk sequence (Fig.6), 10 frames were
used. The camera was fixed. The two groups extract-
ed corresponded to the human and background (Fig.7
(a), (b)). Matching errors and overlap between feature
points on background and human led to the inhomoge-
neous motions (Fig.7 (¢)). The proposed method could
detect such small difference of motions and thus extract
the homogeneous and dominant motions from the data
with outliers.

These results of off-line implementation show the ef-
fect of outlier rejection of the proposed method.

5.2 On-line Implementation

The parallel processing by two personal computers
with Pentium II 450 MHz (PC1) and Pentium IIT 500
MHz (PC2) was used in the implementation. Tracking
of feature points was continuously carried out on PC1:
the image processing board with hardware for calcula-
tion of normalized correlation was used in matching of
feature points. Motion segmentation was done on PC2
every 30 frames. The measurement matrix used in mo-
tion segmentation was sent to PC2 from PC1 and the
result of motion segmentation was returned to PC1 to
give the group number for each feature point. The Par-
allel Virtual Machine (PVM) library[15] was used in the
communication between two PCs. Using this parallel
processing, we could segment motions without interrup-
tion of tracking process.

Two results are shown in Fig.8 and Fig.9. The rect-
angle in these figures shows the position of the center of
gravity of feature points regarded as a group with motion
larger than 10 pixels.

For the human head sequence (Fig.8), the motion of
the head was continuously tracked and segmented over



800 frames (Fig.8(a)-(f)), although the feature corre-
spondences had many matching errors, particularly in
homogeneous regions such as the white wall.

For the two books sequence (Fig.9), the proposed
method could segment the motions correctly, although
the two books were separated (Fig.9(a)-(c)) and com-
bined (Fig.9(d)-(f)), and the feature correspondences
contained many outliers due to matching errors and over-
lap between moving regions and background. This result
shows that prior knowledge on the number of objects is
not needed in the proposed method. The motions were
tracked and segmented over 2300 frames.

The computational time of motion segmentation and
the frame rate of tracking were about 300 [ms] and 10
[frame/sec] for about 100 feature points.

These results of on-line implementation show the ro-
bustness and the efficiency of the proposed method.

6 Conclusions

A motion segmentation algorithm based on orthogo-
nal projection matrix of shape space has been proposed.
The proposed method has robustness and efficiency due
to feature selection based on discriminant criterion. The
usefulness of the proposed method in practical situations
was confirmed by the experiments of off-line and on-line
implementations using real image sequences.

The proposed method requires approximation by an
affine camera model because it is based on the measure-
ment matrix shown in Eq.(11). The development of an
algorithm under perspective projection is a problem for
future work.
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Figure 4: Car image sequence. (a) Frame 1. (b) Frame 10. The small rectangles show the extracted feature points.
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Figure 5: Segmentation result for a car image sequence. (a),(b) Trajectories of feature points for groups with dominant
motions. (c) Trajectories of feature points regarded as outliers.

Figure 6: Human walk image sequence. (a) Frame 1. (b) Frame 10.
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Figure 7: Segmentation result for a human walk image sequence. (a),(b) Trajectories of feature points for groups with
dominant motions. (c¢) Trajectories of feature points regarded as outliers.



Figure 8: Segmentation result for on-line image sequence of human head. (a) 0 sec. (b) 5 sec. (c¢) 14 sec. (d) 18 sec.
(e) 23 sec. (f) 27 sec. The rectangle shows the position of the center of gravity of feature points regarded as a group
with motion larger than 10 pixels.

Figure 9: Segmentation result for on-line image sequence of two books. (a) 9 sec. (b) 27 sec. (c) 28 sec. (d) 41 sec.
(e) 75 sec. (f) 77 sec. Two books were separated ((b),(c)) and combined ((e),(f)).



