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Abstract

The region-based coding of the volume data is proposed in the present
paper. Since the volume data is the three dimensional one, the visu-
alization method is needed to display it. The region segmentation is
indispensable to visualize the desired portions only. In the proposed
method, the region segmentation result is utilized to code the volume
data; the contours and the colors of the regions are coded. The �nite
mixture model is used to segment the data, and the parameters of this
model is used to represent the opacity needed in the volume rendering.
The preliminary results of the experiments for the CT data are shown.

1 Introduction

A volume data is the sampled function of the three spatial dimensions. The typical
example is the data generated from a set of CT or MRI images. As we can see
from this example, the volume data is useful to represent the internal structure of
an object. However, the size of the volume data is normally very large; thus, the
coding method for the volume data is needed.

The coding method for the volume data has been developed based on the
signal theory such as vector quantization[1], DCT[2] and wavelet[3],[4]. These
methods are called waveform-based coding, because the image is treated as a signal
waveform. Recently, the coding method which utilizes the structural information
extracted from the image has been paid much attention[5][6]. The image is treated
as the union of some segments in this method.

The region-based coding is one of the methods using the structural information.
In the region-based coding, the image is segmented into the homogeneous regions,
and then the contours and the colors of the regions are coded separately. This
method has been applied to the gray-scale image, the color image and the image
sequence coding [5]-[8].

In the present paper, the region-based coding of the volume data is proposed.
There are two reasons in applying the region-based coding to the volume data. One
reason is the necessity of region segmentation in the visualization of the volume
data. Since the volume data is the three dimensional one, the rendering method
which converts the volume data into the two dimensional image is needed. The
region segmentation is indispensable to render the desired portions only. That is,
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Figure 1: Outline of the proposed coding method. (a)encoding. (b)decoding.

the structural information is inherently needed in this visualization. This infor-
mation can be utilized to code the data. Another one is the easiness in handling
of the volume data. The segments in the volume data can be extracted directly
from the coded data. Thus the only part of the volume data can be transmitted
and processed easily.

Basically, the proposed method is the extension of the region-based coding for
the two dimensional image[5] into the three dimensional data, and the volume
rendering[9] is assumed to be used in the visualization of the volume data. Figure
1 shows the outline of the proposed coding method. First, the feature of the each
voxel is extracted, then the probability density function of the feature vectors is
estimated using the �nite mixture model. The volume data is segmented using a
posteriori probability of the feature vectors for each component density function
of the model.

The �nite mixture model has been used in the segmentation of the two dimen-
sional image[10][11]. For the volume data, the use of this model for segmentation
has also been presented[12]. However the formula of the component density and
the algorithm for parameter estimation of the model were not given. In the present
paper, the multivariate t distribution is used as the component and the concrete
algorithm for parameter estimation is presented.

The importance of the �nite mixture model in the coding of the volume data
is that the estimated parameters of the model can be used as the compressed
representation of the opacity needed in rendering; because a posteriori probability
for each feature vector can be used as the opacity of each voxel.

After the region segmentation, the information of the regions, i.e. the contours
and the colors, are coded (Fig.1(a)). The contours of the regions are represented
by the eight directional chain codes in each slice. The colors of the regions are
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approximated by the third order polynomial. Hence the colors can be represented
as the coeÆcients of this polynomial.

The proposed method is applied for the CT data to consider its performance.

2 Volume Rendering

The volume rendering[9] is used as the visualization method in the proposed
method. In the volume rendering, the portions to be visualized in the volume
data should be segmented to be assigned the high opacity. After the segmenta-
tion, the colors of the voxels calculated by the shading process are projected onto
the image plane I(X;Y ) through the transparencies added from back to front
along the viewing ray (Fig.2). This process can be represented as follows:

I (X;Y ) =
KX
i=1

�
cioi

K

�
j=i+1

(1� oj)

�
(1)

where ci and oi are the color and the opacity of the i-th voxel (i = 1; : : : ;K) which
intersects the viewing ray. Obviously, the region segmentation is indispensable to
visualize the desired portions in the volume data by the volume rendering.

3 Region Segmentation Using Finite Mixture

Model

The region segmentation for the volume rendering is carried out using the �nite
mixture model. The distribution of a set of the feature vectors V = fxig

N
i=1
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obtained from the volume data is represented by the following �nite mixture model.

f (x j� ) =
rX

j=1

�j�j (x j�j ) (2)

where x is a feature vector in Rn, r is the number of component densities �j (),

� =
n
f�jg

r
j=1 f�jg

r
j=1

o
is a set of parameters, f�jg

r
j=1 are the mixing propor-

tions such that
Pr

j=1 �j = 1; 0 � �j � 1, and �j is a set of parameters of �j ().
The multivariate t distribution is used as a component.

� (x j� ) =
��V �1��h �d2m j� � (3)
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�
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d2m = (x�m)
t
V �1 (x�m) (5)

where � = fm;V ; �g, andm (n� 1), V (n� n) and � are the location, the scatter
matrix and the degree of freedom, respectively. This distribution is identical to the
normal distribution when � !1, and can represent more heavy tailed distribution
by changing �.

The parameters of the �nite mixture model are estimated by a maximum like-
lihood method. The evaluation function for parameter estimation is as follows:

E =
NX
i=1

log
rX

j=1

�j�j (xi j�j )� �

0
@ rX

j=1

�j � 1

1
A (6)

where � is a Lagrange multiplier. The EM(Expectation-Maximization) algorithm
[13],[14] can be used to maximize above evaluation function. The EM algorithm
for the current model is as follows[15]:
[Step 1(E-step)] Calculate a posteriori probability P (Sj jxi ) for the j-th com-

ponent Sj and the weight w
�
d2mi j�

c
�
under the current approximation of the

parameters �c = f
�
�cj
	r
j=1

;
�
�cj
	r
j=1

o
.
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i = 1; : : : ; N ; j = 1; : : : ; r

[Step 2(M-step)] Calculate the parameters �+.

�+j =
1

N

NX
i=1

P (Sj jxi ) (10)
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j = 1; : : : ; r

[Step 3(M-step)] Calculate the parameter
�
�+j
	r
j=1

using the quasi-Newton method

under the �xed �j
+, mj

+,V j
+.

[Step 4] If ��l (�c)� l
�
�+

��� < � (13)

is satis�ed or the number of iteration exceeds a given number, then terminate the
algorithm. Otherwise, update �c by �+ and go to Step 1.

The maximum likelihood solution for � can not be represented in the analytical
form, so the numerical search in Step 3 is needed.

The weight of eq.(8) shows that the data far from the location of the t distri-
bution have small e�ect for parameter estimation[15]. That is, the segmentation
using this �nite mixture model can reduce the e�ect of the outliers in parameter
estimation like as the robust clustering[16].

A posteriori probability given by eq.(7) is used as the opacity of each voxel.
The components corresponding to the portions to be coded are selected, and the
opacities of all voxels are calculated using them.

The region segmentation is carried out by extracting the voxels which have
larger opacity than a given threshold.

4 Coding of Contour, Color and Opacity

After the region segmentation, the information of the regions are coded as follows.
The contours of the regions are represented by the chain code. First, the three

dimensional connected components are extracted. And then, the contours of each
connected component are represented by the eight directional chain code on each
slice. Thus the contours are represented by the slice numbers, the start points of
the chains and the chain code numbers.

The colors of each connected components are approximated by the third order
polynomial as follows:

C = WP (14)

C = [c1; : : : ; cN ] (p�N) ; ci = (ci1; : : : ; cip)
t
; i = 1; : : : ; N (15)

W =
�
wt
1; : : : ;w

t
p

�
(p�m) ;wj = (wj1; : : : ; wjm)

t
; j = 1; : : : ; p (16)

P = [p1; : : : ;pN ] (m�N) (17)

pi = (1; xi; yi; zi; xiyi; yizi; zixi; xixi; yiyi; zizi; xixiyi; xixizi; xiyiyi;

xizizi; yiyizi; yizizi; xiyizi; xixixi; yiyiyi; zizizi)
t
; i = 1; : : : ; N (18)

where N is the number of voxels in the connected component, p is the number of
dimensions of the color and (xi; yi; zi) are the coordinates of each voxel. The colors
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Figure 3: Estimation result of the probability density function for the histogram of
the CT number by the �nite mixture model. (a) histogram of the CT number:head.
(b) estimated probability density function using 8 components. (c) histogram of
the CT number:abdomen. (d) estimated probability density function using 10
components.

are represented by the matrix W constructed by m coeÆcients of the polynomial.

W = CP+ (19)

where P+ is the Moore-Penrose generalized inverse matrix of P .
The opacities are represented by the estimated parameters of the �nite mixture

model. Given these parameters, the opacities can be calculated by eq.(7).
Each information is used in the decoding process as shown in Fig.1(b).

5 Experimental Result

The preliminary results of experiments for the CT data of the head (128 � 128 �
128,12 [bit/voxel] ) and the abdomen (128 � 128 � 94,8 [bit/voxel] ) are shown.
The peak-signal-to-noise ratio(PSNR) is used to evaluate the performance of cod-
ing. The PSNR is de�ned by

PSNR = 10 log10
P 2

1
N

PN
i=1 (vi � v̂i)

2
(20)



British Machine Vision Conference

Table 1: Coding performance for the CT data.

Data Number PSNR Compression Data size
set of regions [dB] ratio in decrement by

segmented both coding and
area segmentation

Head 50 20.9 6.4 99.6
Abdomen 1304 26.9 2.1 18.2

Table 2: Percentage of the information quantity.

Data Number Contour Color Opacity
set of regions [%] [%] [%]

Head 50 97.2 2.3 0.5
Abdomen 1304 90.6 9.2 0.2

where P is the peak signal value, vi is the intensity of the original volume data
and v̂i is the one of the decoded data.

The feature used in the segmentation was the CT number of each voxel(Fig.3(a)
and (c)). The probability density function of the CT number was estimated by
the �nite mixture model(Fig.3(b) and (d)). The 8 and 10 components were used
for the head and the abdomen data, respectively. These components were needed
to segment the volume data into the meaningful parts.

In the head data, the components covered the range [-1500,0], [-400,500] and
[0,2000] in the histogram mainly corresponded to the air, the soft tissue and the
skull, respectively(Fig.3(b)). In this experiment, the skull was selected as the
coding object. Hence, the opacities of all voxels were calculated using the compo-
nents covered the range [0,2000]. Then voxels which had larger opacity than the
threshold 0.1 were segmented. Of course, the skull can be segmented by simple
thresholding. However, the probability density function of the feature can not be
obtained; the opacity can not be calculated from the model.

In the abdomen data, the components covered the range [0,150], [150,200],
[190,220] and [200,260] in the histogram mainly corresponded to the air, the skin
and muscle, the internal organs and the bone, respectively(Fig.3(d)). The internal
organs and the bone were selected as the coding objects. The segmentation was
carried out the same manner as the head data.

The skull was correctly segmented by the �nite mixture model(Fig.4(a) and
(b)). To render the decoded data, the opacities were calculated by eq.(7) using the
parameters of the �nite mixture model included in the coded data. To improve the
quality of the rendering result of the decoded data, the three dimensional Gaussian
�lter with standard deviation 0.7 was used. The rendering results of the decoded
data showed that the major features of the skull were suÆciently reconstructed
although the detailed features were lost(Fig.4(c) and (d)). The compression ratio
of the skull was 6.4:1 (1.87[bit/voxel])(Table 1). The size of the volume data was
reduced to 1/15.5 of the original size by the region segmentation. As a result, the
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Figure 4: Experimental result for the CT data of the head. (a) original data(front
view). (b) original data(side view). (c) decoded data(front view). (d)decoded
data(side view).

total reduction of the size of the volume data was 1/99.6(Table 1).
In the abdomen data, there were many small regions in the segmentation

result(Fig.5(a) and (b)). The number of regions was 1304. In such case, the eÆ-
ciency of the region-based coding is decreased. Thus, although the major features
of the objects were also suÆciently reconstructed in this case(Fig.5(c) and (d)),
the compression ratio was low;2.1:1(3.81[bit/voxel])(Table 1). The decoded image
was clearer than the original data, particularly in the bottom view(Fig.5(d)). This
is the e�ect of thresholding of the opacity in the segmentation. The regions which
had opacity smaller than 0.1 were not segmented, so semi-transparent regions were
not contributed in the rendering result. And the noise reduction by the Gaussian
�lter also a�ected the decoded image.

The compression ratio and PSNR of the proposed method were inferior to the
ones of the waveform-based method such as DCT[2]. The major reason of the
low compression ratio was the lossless coding of the contours. Table 2 shows that
over 90% of the information in the coded data was for contours. If more eÆcient
representation, e.g. the triangular patch, is applied to the selected contour points
to represent the shape of the regions, the compression ratio may be improved.

The reason of the low PSNR is the poor approximation of the CT number
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Figure 5: Experimental result for the CT data of the abdomen. (a) original
data(front view). (b) original data(bottom view). (c) decoded data.(front view).
(d) decoded data(bottom view).

in each region by the polynomial. For this approximation, the waveform-based
method may be useful; however, the method which can be applied to the three
dimensional data and the arbitrary shaped region is needed.

6 Conclusions

The volume data coding based on the region segmentation has been proposed. The
�nite mixture model with the t distribution as a component was used to segment
the volume data. A posteriori probability could be regarded as the opacity of the
voxel. Thus the opacity could be represented as the estimated parameters of the
�nite mixture model. The contours and the colors of the regions were represented
by the chain codes and the coeÆcients of the polynomial, respectively.

The preliminary results of experiments for the CT data were shown. The ma-
jor features of the objects were suÆciently reconstructed form the coded data.
However, the compression ratio and PSNR were inferior to the waveform-based
methods. The following points are the future works for the improvement of the
region-based coding performance:(i) the more eÆcient representation of the region
shape; the selection of the signi�cant contour points is important. (ii) the develop-
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ment of the waveform-based method which can be applied to the three dimensional
data and the arbitrary shaped region.
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