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SUMMARY  This paper proposes a text-to-lyrics generation method,
aiming to provide lyric writing support by suggesting the generated lyrics
to users who struggle to find the right words to convey their message.
Previous studies on lyrics generation have focused on generating lyrics
based on semantic constraints such as specific keywords, lyric styles, and
topics. However, these methods had limitations because users could not
freely input their intentions as text. Even if such intentions can be given
as input text, the lyrics generated from the input tend to contain similar
wording, making it difficult to inspire the user. Our method is therefore
developed to generate lyrics that (1) convey a message similar to the input
text and (2) contain wording different from the input text. A straightforward
approach of training a text-to-lyrics encoder-decoder is not feasible since
there is no text-lyric paired data for this purpose. To overcome this issue,
we divide the text-to-lyrics generation process into a two-step pipeline,
eliminating the need for text-lyric paired data. (a) First, we use an existing
text-to-image generation technique as a text analyzer to obtain an image
that captures the meaning of the input text, ignoring the wording. (b) Next,
we use our proposed image-to-lyrics encoder-decoder (I2L) to generate
lyrics from the obtained image while preserving its meaning. The training
of this I2L model only requires pairs of “lyrics” and “images generated
from lyrics”, which are readily prepared. In addition, we propose for the
first time a lyrics generation method that reduces the risk of plagiarism
by prohibiting the generation of uncommon phrases in the training data.
Experimental results show that the proposed method can generate lyrics
with phrasing different from the input text but conveying a message similar
to that conveyed by the input text.

key words: lyrics information processing, natural language processing,
lyrics generation

1. Introduction

Automatic lyrics generation methods are an important re-
search topic in lyrics information processing [2]. With the
aim of supporting users who already know what they want
to convey in their lyrics but struggle to find the appropri-
ate words, the methods are used in writing support sys-
tems providing them with generated lyrics as a source of
new inspiration [3]-[9]. Most previous studies have focused
on lyrics generation that is conditioned by semantic con-
straints, including specific keywords, lyric styles, and topics.
Watanabe et al.’s system, for example, generates lyrics based
on pre-defined topics selected by the user, but its limited
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range of topics results in similar styles of generated lyrics [3].
Oliveira et al.’s system generates poems based on keywords
entered by the user, but it cannot generate poems based on
sentences or paragraphs representing the user’s intention [4],
[S].

To provide more flexible lyric writing support, we pro-
pose generating lyrics based on freely formatted text entered
by the user. We believe this approach surpasses the use of
semantic constraints such as topics and keywords in terms
of flexibility. While existing paraphrase systems [10] can be
considered useful for this approach, the paraphrased lyrics
may not provide sufficient inspiration because their wording
tends to be similar to the input text. For example, even if a
similar phrase “Driving a car along the coastline” is gener-
ated from the input text “Driving a car on the seaside”, the
user is unlikely to get new inspiration.

Therefore, the aim of this study is to develop a method
for generating lyrics that not only have meanings similar to
the input text but also use wording different from the input
text. For example, if a user freely enters text that represents
the content of the lyrics, such as “Driving a car on the
seaside”, our method generates lyrics with different wording,
such as “I’m driving in my car. But there’s a beach of sand
and the sea”. A simple way to achieve this aim would be to
use Transformer-based encoder-decoders [11] for generating
lyrics from text, but they require large amounts of text-lyric
paired data for training, which are currently unavailable.
To address this issue, we could use text summarization and
machine translation to generate text from lyrics and obtain
paired data automatically. However, since the generated text
and lyric pairs have similar wording, an encoder-decoder
trained using those paired data may generate lyrics with
wording similar to the input text.

To achieve text-to-lyrics generation without using any
paired text data for training, we propose a two-step pipeline
framework: (a) using an existing text analyzer to obtain only
the semantic representation from the input text, and (b) gen-
erating lyrics from the obtained representation. The core
idea of this framework is to leverage a text-to-image gener-
ation technique such as Stable Diffusion XL [12] as the text
analyzer. An image generated from the input text can serve
as a reasonable intermediate representation that captures the
meaning of the text while ignoring the details of its word-
ing (Fig.1(a)). Using the generated image, our image-to-
lyrics encoder-decoder generates semantically related lyrics
(Fig. 1 (b)). It needs many image-lyric pairs as training data,
but we can readily prepare those pairs by generating images
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Driving a car on the seaside

Fig.1  Overview of the proposed text-to-lyrics generation method.

from lyrics of many songs. This is an advantage of using
text-to-image generation. Another advantage is that it can
generate images without regard to the input text’s format, i.e.,
regardless of whether it is a word, phrase, sentence, or para-
graph. We can thus provide flexible lyric writing support
that is not constrained by the format of the input text.

Machine learning-based generation methods may inad-
vertently output portions of the training data directly with-
out modification. Because such output can be considered
plagiarism in some cases[13], [14], we also propose an
anti-plagiarism method to reduce this risk. We assume that
generating common phrases (word sequences having high
commonness [15]) used in many songs is not plagiarism and
reduce the risk of plagiarism by prohibiting the generation
of uncommon phrases used in only a few songs. To the best
of our knowledge, this is the first study to include such an
anti-plagiarism method in lyrics generation.

Experimental results show that our text-to-lyrics gen-
eration method can generate lyrics with meaning similar to
the input text but expressed differently. Another experiment
shows that lyrics generated without using our anti-plagiarism
method end up plagiarizing uncommon phrases from the
training data, but those undesirable phrases can successfully
be removed by our method.

2. Related Work

While natural language generation methods such as machine
translations and chat systems have been actively studied and
their performance greatly improved by deep neural networks
(DNNs), automatic lyrics generation has also attracted atten-
tion as a research topic [2]. Most studies of lyrics generation
have focused on lyric-specific musical constraints such as
melody [16]-[21], thyme [7], [9], [22]-[26], and audio sig-
nal [27]-[29]. While these lyric-specific musical constraints
are an important aspect of lyrics generation, the main focus
of this study is on the controllability of the semantic content
of the generated lyrics.

Other studies have focused on lyrics generation that
is conditioned by semantic constraints such as input key-
words, styles, and topics [3]-[6], [30]-[33]. However, al-
though these constraints allow some control over the seman-
tic content of the generated lyrics, there may be differences
between the user’s intentions and the semantic content of
the generated lyrics. To improve the usability of the lyrics
generation method as a creative tool, we believe that users
should be able to enter freely formatted text (words, phrases,

421

sentences, paragraphs, etc.). Our proposed method therefore
allows any text format, giving users greater control over the
semantic content of the generated lyrics.

Some studies have proposed methods for generating
lyrics that are semantically related to the input text [7], [8].
Ram et al. proposed a fine-tuned T5 model [10] that gener-
ates a single line of lyrics that comes after several lines of
input lyrics [7]. Their method allows the user not only to en-
ter sentences but also to control the rhyme and syllable count
of the generated lyrics by adding special tokens at the end
of the input sentence. In contrast to that method, in which
the generated lyrics are a continuation of the input lyrics,
ours generates lyrics that capture the semantic content of
the input text. Zhang et al.’s research motivation is similar
to ours, as they have also proposed a method for generat-
ing lyrics that capture the semantic content of the input text
(which they refer to as passage-level text) [8]. To overcome
the problem of the lack of text-lyric paired data for train-
ing the text-to-lyrics encoder-decoder, they collected lyrics
data and passage-level text data (such as short novels and es-
says) separately and utilized an unsupervised machine trans-
lation framework. Specifically, they prepared two encoder-
decoders, one for lyric text and one for passage-level text.
They then aligned the latent representation space of these two
encoder-decoders to build a text-to-lyrics encoder-decoder.
In this paper, we propose a novel approach to develop a text-
to-lyrics generation method that requires only lyrics data.
While Zhang et al.’s method requires the collection of both
lyrics and input texts, ours does not require additional text
data, thus simplifying the development of the lyrics genera-
tion method.

3. Text-to-Lyrics Generation with Image-Based Seman-
tics

As described in Sect. 1, the proposed text-to-lyrics genera-
tion method first generates an image from the input text by
leveraging an existing text-to-image generation method. It
then generates lyrics from the generated image by using our
own image-to-lyrics encoder-decoder that we call I2L. Since
the image serves as an intermediate representation of the in-
put text’s meaning, the generated lyrics can have a similar
meaning but different wording. The network structure of the
I2L is illustrated in Fig. 2. Assuming that one paragraph of
lyrics can be represented in a single image, we set the unit
of the generated lyrics to a paragraph.

For the text-to-image generation, we used the pretrained
Emi 2.5" model, which is based on Stable Diffusion XL [12].
We selected this model because its developers state that it was
trained on image data after excluding unauthorized images.
We utilized Emi 2.5 to generate images using the prompt
template, “No text, visual representation of the following
scene: [input text].” To ensure that the generated images do
not contain any textual elements, we used negative prompts
such as “text, signature, name, logo, transcription, words,

Thttps://huggingface.co/aipicasso/emi—2—5
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Fig.2  Image-to-lyrics encoder-decoder (I2L) for generating lyrics from an image that is generated

from the input text.

sentence, language, lyrics, phrase, paragraph, document.”
This exclusion of textual content helps maintain the focus
on the visual representation of the input. Each image has a
resolution of 512 x 512 and corresponds to a paragraph of
the English lyrics.

As shown in Fig. 2, we then segment the generated im-
age into 49 patches and compute the features of the image
patches by using a pre-trained Vision Transformer’ [34] to
obtain 50 features (each with 768 dimensions) per image.
These 50 image features are fed into the multi-head attention
layer of the Transformer decoder[11]. We feed each word
in a paragraph into the word embedding and positional em-
bedding layers to compute the word vectors and feed each
word vector into the masked multi-head attention layer of
the Transformer decoder. The output of the Transformer
decoder is fed into the fully connected layer F'C to obtain
a vector of vocabulary size dimensions. Finally, we apply
the softmax activation function to this vector to calculate the
word probability distribution.

3.1 Parameters

We use 768 as the number of embedding dimensions, 6 as the
number of multi-heads, 2 as the number of decoder layers,
1024 as the number of feedforward layer dimensions, and
GELU as the activation function. For optimization we use
AdamW [35] with a mini-batch size of 8, a learning rate of
0.001, and a warm-up step of one epoch. Training is run
for 40 epochs, and the I2L used for testing is the one that
achieves the best loss on the development set.

We dare to train our Transformer decoder from scratch
using only the lyrics data we have, without reusing avail-
able pre-trained large-scale language models (LLMs) such
as BERT [36] or GPT-2 [37]. This is because when the train-
ing data of LLMs contain copyrighted literary works such
as novels, poems, or essays, reusing pre-trained LLMs can
result in plagiarizing those works. Since we would like to

Thttps ://huggingface.co/google/vit-base-patch32-224-in21k

reduce the risk of plagiarism as described in Sect. 3.4, we
cannot leverage pre-trained LLMs.

3.2 Training Data

We sample 129,747 English songs from the Music Lyrics
Database V.1.2.7" so that each song contains at least three
paragraphs. The resulting dataset contains 927,535 para-
graphs. This means that we can obtain 927,535 images by
using Emi 2.5. We then split these songs into training (90%)
and development (10%) sets. We use the top 52,832 words
with the highest document-frequency as the vocabulary for
training and convert the other words into a special sym-
bol (unknown). This vocabulary includes (L) tags for line
breaks, (P) tags for the beginnings of paragraphs, and (/P)
tags for the ends of paragraphs.

We apply the same procedure not only to the lyrics of
English songs but also to the lyrics of 142,772 Japanese
songs sourced from a private dataset. This Japanese dataset
contains 1,078,500 paragraphs, and the vocabulary size is
50,989 words. To extract word boundaries for Japanese
lyrics, we apply the CaboCha parser [38]. Japanese lyrics
are pre-translated into English by a Japanese-English trans-
lator™™" for use with Emi 2.5. We use these English and
Japanese lyrics datasets to train two I2Ls (one for each lan-

guage).
3.3 Decoding Algorithm

We expect that generating and suggesting different varia-
tions of lyrics can give users new ideas for writing lyrics.
To generate such different variations, we use a sampling
method rather than a beam search method. In the sampling
method, we sample each word according to the probability
distribution calculated by the Transformer decoder. Sam-
pling words according to a probability distribution allows a

T https://www.odditysoftware.com/page-datasales1.htm
HThttps://huggingface.co/staka/fugumt—en—ja



WATANABE and GOTO: A TEXT-TO-LYRICS GENERATION METHOD LEVERAGING IMAGE-BASED SEMANTICS AND REDUCING PLAGIARISM RISK

wide variety of words to be included in the generated lyrics,
although some words that make the generated lyrics mean-
ingless may be included. To avoid generating such meaning-
less lyrics, we use a Top-p sampling method that prohibits
sampling words with low generation probabilities [39]. We
can generate several lyrics simultaneously by running Top-p
sampling in parallel. The probability distribution for word
sampling in Top-p sampling is calculated using the formula
softmax(z/7), where z is the output of the fully connected
layer F'C and 7 is the temperature parameter. If 7 is less than
1, common words with high probability values are more
likely to be sampled. In model training we set 7 to 1, while
in lyrics generation the user can set 7 freely.

3.4 Anti-Plagiarism Method for Lyrics Generation

One of concerns with lyrics generation based on machine
learning is the risk of plagiarism since the generated lyrics
may contain phrases that are identical to existing lyrics
phrases in training data, potentially leading to copyright in-
fringement issues. To address these issues, we propose a
method to reduce the risk of plagiarism in machine learning-
based lyrics generation. This method not only allows the
generation of new phrases that are not present in the training
data but also permits the use of commonly used phrases such
as “Ilove you” in the generated lyrics. In contrast, it prohibits
the use of uncommon phrases that we consider to be a form
of plagiarism. To achieve this, we create a list of uncommon
phrases, UncommonPhrase, and prohibit the generation of
phrases that are included in this list.

First, we define the uncommon phrases included in
UncommonPhrase, as well as the new phrases and com-
mon phrases that are allowed to be generated. A phrase is
defined by a word n-gram denoted by {wy, . . ., w, }, where w
is a word. We categorize a phrase as “new”, “common”, or
“uncommon” according to SN({wi,. .., w,}) defined as the
number of songs in which the n-gram occurs in the training
data:

e If SN{wy,...,wy}) = 0, this n-gram is a new phrase
(i.e., it does not appear in the training data).

e If 3 < SN({wy,...,wy}), this n-gram is a common
phrase (i.e., it appears frequently in the training data).

e If1 < SN{wy,...,wy}) < 3, this n-gram is an uncom-
mon phrase (i.e., it appears infrequently in the training
data)’.

Note that there is a possibility of mistaking uncommon
phrases for common phrases when duplicate lyrics are con-
tained in the training data, which results in SN values larger
than they should be. It could happen when different artists
sing the same lyrics, the same lyrics are repeatedly registered,
and so on. We therefore identify duplicate lyrics according to

In this study, we tentatively set the threshold for SN at 3. Since
there is no established legal rule, we believe that this threshold will
be determined by social consensus in the future. Providing the
technical basis for discussions establishing such a consensus is also
a contribution of this study.
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the following two criteria: (1) we assume that pairs of lyrics
with the same 20-grams are duplicates, and (2) we assume
that pairs of lyrics with a normalized edit distance [40] of less
than 0.5 are duplicates. To calculate SN accurately, we then
concatenate the identified duplicate lyrics and replace those
lyrics with the single concatenated lyrics. When lyrics that
do not duplicate are mistaken for duplicate lyrics, a common
phrase can be mistaken for an uncommon phrase, but this
is better than vice versa from the anti-plagiarism viewpoint.
This reduced the number of English songs in our lyrics data
from 129,747 to 108,497. For Japanese lyrics, the number
of songs was reduced from 142,772 to 119,595.

Using these SN criteria, we collect uncommon phrases
from our training data. However, it is important to note that
even if a word 3-gram is a common phrase, it may become
an uncommon phrase when it becomes a word 4-gram. For
instance, “I love you” is a common 3-gram with a large SN,
while “I love you darling” is an uncommon 4-gram with
a small SN. Therefore we do not use a single value of n
but instead consider all values of n within a range from 1
to sufficiently large values. However, it is difficult to store
all uncommon phrases in memory because the number of
n-grams that have to be listed increases with n. To over-
come this memory limitation problem, we propose to use
the following procedure to minimize the number of uncom-
mon phrases we need to store in memory: (1) we start by
examining 1-grams, then move on to 2-grams, 3-grams, and
so on until we have looked at all possible n-grams in the
training data. (2) For each target n-gram, we generate all
possible sub-n-grams of length 1,2,...,n— 1. If any of these
sub-n-grams are already in UncommonPhrase, we can skip
adding the target n-gram to UncommonPhrase because we
know it is uncommon. Otherwise, we add the target n-
gram to UncommonPhrase. Following this procedure, we
collected approximately 22.3M uncommon n-grams with n
ranging from 1 to 21 for English lyrics. For Japanese lyrics,
we collected approximately 18.2M uncommon n-grams with
n ranging from 1 to 19.

After creating UncommonPhrase using the above pro-
cedure, we prohibit their generation during Top-p sampling
by the following two steps: (1) During word generation, we
check whether any sub-n-grams derived from the word se-
quence {wj,. . .,w, } are included in UncommonPhrase. (2)
If any of these sub-n-grams are found in UncommonPhrase,
we prohibit the generation of word w; by setting its genera-
tion probability P(w,|{wy,...,w;—1}) to zero.

4. Quantitative Evaluation

The proposed text-to-lyrics generation method was quanti-
tatively evaluated using three metrics:

Test-set perplexity (PPL): This is a standard evaluation
measure for encoder-decoders. It measures the degree of
predictability of the phrasing in the original text in the test
set[41]. A smaller PPL value is better because it indicates
that the encoder-decoder has a higher ability to generate
lyrics that capture the meaning of the input text.
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Normalized edit distance (NED): The normalized edit
distance [40] between the generated lyrics and the input text
is calculated to evaluate whether the proposed method gen-
erates lyrics that differ in wording from the input text. A
larger NED is better because it indicates that the generated
lyrics have wording that is more different from the input text.

BERTScore difference (DiffBS): BERTScore is an ef-
fective metric for measuring semantic similarity between
input text and generated lyrics. However, when the wording
of the generated lyrics closely resembles that of the input
text, the BERTScore tends to be artificially high. This is not
consistent with our goal of generating lyrics that are seman-
tically related to the input text but differ from it in wording.
Therefore, we employ DiffBS = |BS_real-BS_gen|, calcu-
lated as the absolute difference between two BERTScores,
BS_real and BS_gen. BS_real is the BERTScore between
the original (actual) lyrics and the input text, and BS_gen is
the BERTScore between the generated lyrics and the input
text. A small DiffBS value indicates that the semantic simi-
larity between the generated lyrics and the input text is close
to that between the original lyrics and the input text. This
novel metric is designed to assess how well the generated
lyrics capture the essence of the input text without merely
replicating its wording.

4.1 Experimental Dataset

To evaluate the proposed lyrics generation method, we con-
structed a test dataset consisting of pairs of a lyric paragraph
and input text representing the semantic content of the lyrics.
For English songs, we randomly selected 20 Disney animated
films and used their plot summaries taken from Wikipedia
as the input text, along with their corresponding theme song
lyrics, resulting in a total of 125 lyric paragraphs. We here
assume that the lyrics of each theme song are based on the
content of the corresponding film.

For Japanese songs, the test dataset included plot sum-
maries and theme song lyrics from 51 Japanese animated se-
ries, totaling 620 lyric paragraphs. These were selected from
a well-known Japanese website that hosts user-generated
novels’. We chose novels that were popular (widely viewed)
and had later been adapted into animated series. We used
each novel’s plot summary as the input text, assuming that
the summary is reflected in the theme song lyrics of its cor-
responding animated series.

4.2 Methods Compared

To compare the proposed method with possible differ-
ent methods, we prepared the following encoder-decoders
trained on paired data created in different suitable ways.
Image-to-Lyrics encoder-decoder (I2L) This is the
proposed encoder-decoder trained on image-lyric paired
data.
Summary-to-Lyrics encoder-decoder (S2L) We con-

Thttps://syosetu.com
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verted each lyric paragraph in the training data into a
summary using a text summarization method’" to create
summary-lyric paired data. The data was then used to train
a Transformer-based summary-to-lyric encoder-decoder.

Back-translated-lyrics-to-Lyrics encoder-decoder
(B2L) We translated each lyric paragraph in the training
data from English to Japanese to English by using English-
Japanese and Japanese-English translation methods™ to
create paired data of the back-translated lyrics and the orig-
inal lyrics. The data was then used to train a Transformer-
based back-translated-lyrics-to-lyrics encoder-decoder.

Half-to-Half encoder-decoder (H2H) The H2H model
was developed to tackle the difficulty of training a text-to-
lyrics model without pairs of input text and corresponding
lyrics. Following the approach in [7], we split each lyric
paragraph into its first and second halves. Although this
split does not mean that the halves convey exactly the same
content, they are related to the same topic. By training a
Transformer-based encoder-decoder to generate the second
half from the first half, we aim to achieve our goal of gener-
ating lyrics that are topically related to the input but distinct
in wording from it.

ChatGPT4o-mini As a cutting-edge comparative
method, we adapted the ChatGPT4o0-mini for the text-to-
lyrics task by using the following prompt: “You are a cre-
ative assistant tasked with generating song lyrics. The lyrics
should be 2-5 lines long, forming a single paragraph. Please
generate English (or Japanese) lyrics that are imaginative
and reflective of the user’s prompts.”

Since the above S2L, B2L, and H2H are also
Transformer-based encoder-decoders, their parameter set-
tings are the same as for the proposed I12L. Given one input
text, five lyrics were generated by each method. The param-
eter p for Top-p sampling was set to 0.9 and 7 was set to 0.4.
The generation process stops when the symbol {/P) (end of
paragraph) is generated. In this comparison we did not use
the proposed anti-plagiarism method.

4.3 Experimental Results

Table 1 shows the evaluation results for the proposed
I2L method and several comparative methods, including
ChatGPT40-mini, which because of API limitations cannot
compute PPL. The proposed 12L method showed the low-
est PPL values in both English and Japanese experiments
(p < 0.05 based on t-tests). This indicates its superior abil-
ity to generate original lyrics that are not only grammatically
correct and readable but are also semantically related to the
input text. In contrast, the B2L method had the highest PPL
values, indicating a strong tendency to generate lyrics that
were grammatically incorrect and semantically incoherent.

J”Lhttps://huggingface.co/google/pegasus—xsum for the English
summarization. https://huggingface.co/tsmatz/
mt5_summarize_japanese for the Japanese summarization.

T https://huggingface.co/staka/fugumt-en-ja for the English to
Japanese translation. https://huggingface.co/staka/fugumt-ja-en for
the Japanese to English translation.
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Table 1

Results of quantitative evaluation. The arrow () for PPL and DiffBS indicates that smaller

values are better, while the arrow (T) for NED indicates that larger values are better. The arrow (—) for
BERTScore shows that values closer to the Real value are more desirable.

English Japanese
Method PPL| NEDT BERTScore —» DiffBS | PPL | NEDT BERTScore —»  DiffBS |

Real - - 0.338 - - - 0.426 -
I2L w/o the anti-plagiarism method | 73.83 0.78 0.326 0.012 198.9 0.93 0.442 0.016
S2L 346.73 0.69 0.353 0.015 306.19 0.86 0.480 0.054
B2L 544.21 0.71 0.349 0.011 1051.58 0.66 0.519 0.093
H2H 163.98 0.69 0.390 0.012 583.13 0.90 0.490 0.064
ChatGPT40-mini - 0.58 0.477 0.139 - 0.83 0.567 0.141
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Furthermore, the NED between the lyrics generated by
the I2L method and the input text was the largest (p < 0.05
based on t-tests), suggesting that the I2L method is more
likely to generate lyrics with wording different from the input
text. On the other hand, lyrics generated by ChatGPT40-mini
had the smallest NED, indicating a tendency to generate
lyrics with wording similar to the input text.

Regarding BERTScore and DiffBS, the BERTScore be-
tween the input text and the human-created lyrics (BS_real)
was 0.338 for English and 0.426 for Japanese. The
BERTScore between the generated lyrics and the input text
(BS_gen) from the I2L. method was very close to BS_real,
at 0.326 for English and 0.442 for Japanese. The resulting
DiffBS values were 0.012 for English and 0.016 for Japanese,
indicating that the semantic similarity between the generated
lyrics and the input text was close to that of the original
lyrics and the input text. When comparing the proposed 12L
method with other methods, the Japanese lyrics from I2L
exhibited the smallest DiffBS, while in English, S2L, B2L,
and H2H showed competitive results.

These results confirm that image-lyric pairs, as utilized
in the I2L method, are more effective than other paired data
sets as training data for encoder-decoders generating lyrics
that are semantically related to the input text but differ from
it in wording.

Additionally, the performance of ChatGPT40-mini
showed low NED and high BERTScore, indicating that the
lyrics often replicated the wording of the input text, resulting
in higher BERTScores. This result confirms that the pro-
posed method is more suitable for our goal than ChatGPT4o-
mini.

5. Effectiveness of the Proposed Anti-Plagiarism
Method

We examined whether the absence of the anti-plagiarism
method proposed in Sect. 3.4 results in plagiarizing uncom-
mon phrases found in existing lyrics. In the lyrics generated
by the I2L method in Sect. 4, we calculated the percentage
of n-grams included in UncommonPhrase.

The results with n ranging from 1 to 18 are shown in
Fig. 3. The percentage of uncommon 1-grams and 2-grams
in the generated lyrics is almost 0%. This indicates that al-
most all of the generated 1-grams and 2-grams are common
phrases used in many existing lyrics, even without the use of
the anti-plagiarism method. On the other hand, the percent-
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Fig.3 The percentage of generated lyric n-grams that are included in
UncommonPhrase, a list of phrases that should not be generated (pla-
giarized). For example, 16.2% at English 4-grams means that among all
4-gram phrases in the generated lyrics, 16.2% are uncommon phrases,
though 83.8% are new or common phrases.

age of uncommon 3-grams to 8-grams ranged between 3%
and 16%. This suggests that many phrases in the generated
lyrics are likely to plagiarize if the proposed anti-plagiarism
method is not used. Furthermore, as n increases beyond 9,
the n-gram combinations become so numerous that the gen-
erated n-grams are rarely included in UncommonPhrase.
These results confirm that our machine learning-based lyrics
generation method tends to sample common words, but the
generated 3- to 8-gram phrases, even though they are com-
posed of common words, may be uncommon enough to raise
suspicion of plagiarism. Using the proposed anti-plagiarism
method, in contrast, ensures that uncommon phrases con-
tained in UncommonPhrase are never generated, thereby
reducing the risk of plagiarism.

To support our results, we conducted a similar anal-
ysis on lyrics generated by ChatGPT4o-mini. We found
that 19% of the n-grams in the English lyrics generated
by ChatGPT4o-mini and 22% of those in the Japanese
lyrics generated by ChatGPT4o-mini were also in the
UncommonPhrase. These findings, shown in Fig. 3, re-
veal that even large language models can generate lyrics that
might include potentially plagiaristic phrases.

In additional experiments, we evaluated the impact of
our anti-plagiarism method on the quantitative metrics NED
and DiftBS. The results, as shown in Table 2, indicate that
applying the anti-plagiarism method affects the performance
on these metrics only slightly. This suggests that it has
little impact on the wording differences or semantic simi-
larity between the input text and the generated lyrics. PPL
could not be calculated in this case, as the anti-plagiarism
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Table 2  Impact of the proposed anti-plagiarism method on NED and DiffBS.
English Japanese
Method NEDT BERTScore » DiffBS| | NEDT BERTScore —»  DiffBS |
Real - 0.338 - - 0.426 -
I2L w/o the anti-plagiarism method 0.78 0.326 0.012 0.93 0.442 0.016
I2L with the anti-plagiarism method 0.76 0.325 0.013 0.92 0.446 0.020

Table 3
tion method with the anti-plagiarism method.

Examples of lyrics generated from the input text by using the proposed text-to-lyrics genera-

Input text

A group of explorers are
walking through the grass neutral.

‘We meet again I guess our love is forever. =

Image (intermediate representation)

Generated lyrics

Running in the fields of grass
We were running from a hill to thrill
Where I was born on guard, but it’s not easy
They said that you’re never gonna be sorry

Love is a garden of Eden
All alone in this world we live on forever
I’m gonna live it all for you
Is the love that it takes to get better

Table 4  Qualitative evaluation of semantic similarity for different pairs.
Metric Our method ChatGPT40-mini
Percentage of evaluator judgments of input text and generated lyrics as similar 53/100 (53%) 72/100 (72%)
Percentage of evaluator judgments of input text and intermediate image as similar 85/100 (85%) -
Percentage of evaluator judgments of intermediate image and generated lyrics as similar | 63/100 (63%) -

method sets the generation probability of any phrase in the
UncommonPhrase to zero, resulting in an infinite PPL
value.

While the proposed anti-plagiarism method is effective,
it is important to note that it is not intended to be a foolproof
solution that ensures legal compliance. Rather, it is designed
to provide a helpful guideline for those who wish to generate
original lyrics while reducing the risk of plagiarism. We
hope that our approach will contribute to further discussions
on a reasonable balance between encouraging creativity and
respecting intellectual property rights.

6. Qualitative Evaluation

Table 3 shows two examples of lyrics generated using the
proposed method with the anti-plagiarism method. Given
the input text, our method can generate any number of lines
of lyrics, but here four lines were generated by stopping
the generation process when four (L) (line break) symbols
and the (/P) (end of paragraph) symbol were generated. In
the first example, the input text was taken from the SICK
dataset [42], while in the second example the input text was
taken from lyrics in the RWC Music Database [43]. In both
examples, our method generated lyrics that reflected the con-
tent of the input text. In the first example, it generated an
image that represented the scene described in the input text

and generated corresponding lyrics that reflected the image.
In contrast, in the second example, our method generated
an image of a person with an emotional expression corre-
sponding to the input text and generated lyrics that express
the emotion depicted in the image. Other examples can be
found in Appendix A.

In addition to the quantitative evaluation and the gener-
ated examples, we conducted a comprehensive human eval-
uation to assess the similarity not only between the input text
and the generated lyrics but also between the input text and
the intermediate image, as well as between the intermediate
image and the generated lyrics. Furthermore, to compare the
effectiveness of our proposed method, we also evaluated the
similarity between the input text and the lyrics generated by
ChatGPT40-mini.

To prepare the input text in an objective way, we col-
lected the 100 titles of the “Hot 100 Songs” in 2022 on
the Billboard year-end charts’, extracted the first verse from
their lyrics, and summarized each verse into a short sentence
using ChatGPT'". This input text was then used to gener-
ate an intermediate image, which was subsequently used to

Thttps://www.billboard.com/charts/year-end/2022/
hot-100-songs/
TWe entered a prompt like “Rephrase the following text into a
short sentence.” into ChatGPT-3.5 (https://chat.openai.com/chat)
on March 31, 2023.
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generate the final lyrics using the proposed method with the
anti-plagiarism method. For the evaluation, we showed three
pairs to an evaluator: (1) the input text and the generated
lyrics, (2) the input text and the intermediate image, and (3)
the intermediate image and the generated lyrics. The eval-
uator was asked to determine whether the impressions from
each pair were similar or not. This comprehensive evaluation
aimed to assess not only the semantic consistency between
the input and the generated lyrics but also the effectiveness
of the image generation process and the image-to-lyrics gen-
eration process. Additionally, the evaluator compared the
input text with the lyrics generated by ChatGPT40-mini to
evaluate its performance.

Table 4 shows that the impressions of the input text and
the generated lyrics were judged to be similar in 53 of the 100
cases for our method. Although ChatGPT40-mini achieved
more similar impressions (72 out of 100 cases), as expected
from its higher BERTScore in Table 1, our goal of generating
lyrics that are semantically related to the input text but differ
from it in wording could not be fulfilled. Despite the current
similarity judgments, our method has the potential to be use-
ful as a writing support tool in many situations where users’
intentions can be represented as images, and it may also offer
value in pioneering a novel approach to lyric generation.

With only 53 cases yielding similar impressions in our
method, the result suggests the potential for semantic drift
during the text-to-image-to-lyrics generation process. As
shown in Table 4, 85 out of 100 cases had a high degree of
similarity between the input text and the intermediate image,
demonstrating strong image generation capabilities. How-
ever, only 63 cases had a high degree of similarity between
the intermediate image and the generated lyrics. This gap
highlights the need for improvements in the image-to-lyrics
generation method in the future.

7. Conclusion

This paper has described a method for generating lyrics that
are similar in meaning to the input text but expressed differ-
ently. The contributions of this study are as follows:

1. We proposed a novel two-step pipeline framework.
First, we apply text-to-image generation as a text an-
alyzer to extract only the semantic content from the
input text. Next, we use our proposed image-to-lyrics
encoder-decoder to generate lyrics that capture the se-
mantics of the generated image.

2. We proposed a method to reduce the risk of plagiarism
by prohibiting the generation of uncommon phrases in
the training data and verified its effectiveness.

3. We quantitatively showed that our proposed method
outperforms other methods generating lyrics.

Future work will develop a flexible lyric writing support
system using the proposed lyrics generation method.
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Appendix A: Examples of Input Text, Intermediate Im-

age, and Generated Lyrics

In addition to the two examples shown in Table 3, eight
other examples of lyrics generated by the proposed text-to-
lyrics generation method with the anti-plagiarism method are
shown in Table A- 1. The top four input texts are sentences
selected from the SICK dataset[42], and the bottom four
input texts are parts of lyrics selected from the RWC Music
Database [43]. Details on how to generate these examples
are described in Sect. 6.
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Table A-1

Examples of input text, intermediate image, and generated lyrics.

Input text

The kids are playing outdoors
near a man with a smile

Generated lyrics

Image (intermediate representation)

Several young people are posing
for a photo and holding beers

You're living in a world full of fun
A boy, you can have it all come back home to everyone
T’1l be the one that did not come from anyone who’s been?
But if there was someone somewhere out
there at your own house now!

A lone biker is jumping in the air

Let’s go, let’s go out with the beer

We got a lot of friends that can do without you?
It’s like I never felt so good at all

But it’s not that easy when your heart is breaking

People are on a beach full of sand
by the ocean and are enjoying
a day full of sun

It’s a beautiful day...
I’m gonna ride high, ride, die! for me to die!
Where’s the sky?
My heart is racing down my spine

The sun is up on a brand new day
I've got to face the music

There’s a party in white sand
And the people that we have found out of here
It’s an endless beach, it’s not your secret
We’re just as young as they can be... oh yeah

Last night I dreamt of an angel
Who flew over me, and I saw beauty

When I was young, a heart full of music
The sun would rise up and fall on me again
But when my guitar sings the blues away
They say it’s true but they don’t know how to play

In the Spring
when gentle rains turn to showers

I’m dreaming of an angel
And a white dove and she’s so far above the law
But it doesn’t matter how much love’s been done
She is my only one, oh yeah

Standing at the crossroads
I hear a voice
Asking about tomorrow
and where I’'m going

Rain, rain come down and bring me pain
Come wash away the pain from my love again... yeah!
Oh baby please come with me now?

Do I have to face these rainy days - yes it will be okay

= =
= =
= =
= =
= =
= =
= =
= =

If you're not alone,
It would be a long long walk home?

I’d rather go there in the wrong direction and leave me alone

And if it takes all night long
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