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ABSTRACT

This paper explores the relationship between music and the
color palettes used for designing their corresponding mu-
sic cover images, providing a comprehensive analysis that
bridges auditory and visual expression. Our findings reveal
a relationship between musical pieces and certain colors,
suggesting that the color palettes used in cover image de-
sign are carefully selected to reflect the auditory experience.
Building on these findings, we propose a framework that
estimates appropriate color palettes for musical pieces to
support selecting colors for cover image design. Using a
large private dataset of 582,894 pairs of a musical piece
and its corresponding cover image from various music gen-
res, our framework leverages deep learning techniques to
train our color palette estimator. We demonstrate the effec-
tiveness of our proposed framework in graphic design by
showcasing an application that generates cover images us-
ing the estimated color palettes from given musical pieces.

1. INTRODUCTION

In multimodal music understanding, both music and their
corresponding music cover images play a crucial role. For
instance, Oramas et al. successfully improved music genre
classification accuracy by incorporating image features in
addition to audio features [1]. In addition, Libeks and
Turnbull showed that cover images involve distinct features
that can be used to predict music genre tags [2]. These
studies suggested that a cover image embodies the essence
of its corresponding music content, thereby establishing
that analyzing these images yields a deeper understanding
of the music. This study focuses on the colors used in cover
images and analyzes their relationship with music.

The colors used in cover images tend to empirically re-
flect the characteristics of the corresponding music style. As
illustrated in Fig. 1, different music genres display distinc-
tive characteristics in the colors used in the cover images.
As colors are closely linked to cultural contexts [3], emo-
tions [4, 5], and the ability to attract visual attention [6],
cover images contribute to the promotion of music content
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Figure 1. Example results of Google Search with the text
queries “{music genre} music album covers,” where we
used the music genres ‘Death metal,” ‘Country,” and ‘Elec-
tronic.” Music cover images for each genre are characterized
by the colors used in cover image design: dark colors for
‘Death metal,” brownish colors for ‘Country,” and vivid col-
ors for ‘Electronic.’

and enhance the overall music appreciation experience [7].
Therefore, this relationship between music and the colors
used in cover images has been the subject of several stud-
ies [8—10]. However, these studies have mainly focused on
genres, not on musical pieces.

This paper first investigates the preferred colors for de-
signing cover images across multiple genres in our prelimi-
nary study (Section 4) and further explores the relationship
between musical pieces and the colors used in their corre-
sponding cover images based on our proposed framework
(Section 5). In this study, we focus on not only a repre-
sentative color but also color palettes used in cover images
because they play a crucial role in graphic design [11-13],
shedding light on the deliberate selection process of colors
that reflect the essence of the music content.

Based on our findings that a relationship exists between
musical pieces and the colors used in their corresponding
cover images, we propose a framework to estimate appro-
priate color palettes for musical pieces. The key technical
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aspects of our framework are how to extract color palettes
from cover images and how to estimate color palettes for
musical pieces. For a color palette extraction method, we
employ data-driven color manifolds [14], which are use-
ful in arranging the colors as a color palette. For a color
palette estimator, we train a deep neural network to esti-
mate an appropriate color palette for each musical piece. In
this training, we leverage a pretrained audio model (con-
trastive language-audio pretraining (CLAP) [15] or Au-
dioToken [16]) as an audio feature extractor to extract a
distinctive feature from each musical piece. This frame-
work bridges musical pieces and their corresponding cover
images using color palettes.

To demonstrate the effectiveness of our framework, we
present an example application that generates cover images
using the estimated color palettes from given musical pieces
to support creating visually appealing cover images.

2. RELATED WORK

Several studies have investigated the relationship between
music and color. Wells argued that there is a correlation
between music and color based on the principle of comple-
mentarity [17]. Furthermore, Pesek et al. suggested that
since music and emotions are closely related (e.g., [18,19]),
as well as emotions and colors (e.g., [4,5]), there exists
a relationship between music and color mediated by emo-
tions [20]. However, these studies have only partially elu-
cidated the relationship between music and color, as they
analyzed this relationship using a limited number of colors.
Therefore, in this study, we use the colors used in music
cover images that embody a musical essence [1,2] as the
basis for our analysis.

In research exploring the colors used in cover images,
previous studies have focused on specific genres (classi-
cal [8] and metal [9]). Seker [8] discovered that the colors
used in cover images for classical music predominantly fa-
vor neutral colors. Friconnet [9] found that cover images
for metal music tend to use darker colors than those of
other genres, with a preference for black and orange [9].
Although these studies provide insights into the colors used
in cover images of specific genres, no studies have explored
which color values are preferred for specific musical pieces
of various genres.

Additionally, color themes used in designing cover im-
ages have been studied [10]. Dorochowicz and Kostek [10]
analyzed cover images across multiple genres with respect
to basic color analysis rules such as seasonal colors (e.g.,
spring (warm and bright), summer (cool and soft), autumn
(warm and soft), and winter (cool and bright)) and degrees
of brightness (e.g., light, medium, and dark). While their
findings provide valuable insights into the color characteris-
tics of each genre, they focus on a limited number of color
palettes based on the basic color analysis rules.

In this paper, we investigate the relationship between
musical pieces and the color palettes used in their corre-
sponding cover images and explore the application of this
relationship in cover image design.

Input images

k-means

7’

Figure 2. Comparison of color palette extraction methods.
Given the input image (top row), the data-driven color man-
ifolds (bottom row) extract a color palette from the image
in consecutive color order, while k-means (middle row) ex-
tracts a color palette from the image in random color order.

Data-driven
color manifolds (clustering method)

3. COLOR EXTRACTION

To extract a representative color or color palettes from music
cover images, we leverage data-driven color manifolds [14],
a technique which aims to acquire color samples from im-
ages and learn a lower-dimensional manifold of the acquired
color samples. The learned manifold reflects the distribu-
tion of colors in cover images, compressing areas of the
color space that are less commonly used and expanding
those that are more frequently utilized.

The technique involves several steps, starting with the ac-
quisition of color samples from cover images. For success-
ful color manifold learning, a sufficient number of samples
(over 10k) must be obtained from each image. Note that
we utilized all samples from 224 px x 224 px-resized cover
images, amounting to over 50k samples. These samples
are then used to estimate the density of each color in the
cover images, with a focus on identifying and preserving the
most important colors. A self-organizing map [21], which
is used to reduce dimensionality, is then applied to derive
the one-dimensional or two-dimensional color manifolds.
We utilize the one-dimensional color manifold to extract
color palettes from cover images. In practice, we calculate
a discrete color manifold, which consists of M € N colors,
to use the derived color manifold as a color palette. All
hyperparameter values related to density estimation and
dimensionality reduction were taken from [14], except for
the smoothness parameter, which we set to rp = 1.

The advantage of this technique over clustering methods
such as k-means [22] is that the color palette extracted by
the data-driven color manifolds has a meaningful order-
ing, where the order of colors is determined by the derived
one-dimensional color manifold and thus results in consec-
utiveness, while the color palette extracted by a clustering
method has a random ordering (see Fig. 2). When using a
color palette consisting of multiple colors in graphic design,
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Classical
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Figure 3. Visualization of a representative color used in
music cover images by music genre. The larger the circle
in the visualization, the more frequently the circle’s color
appears in the cover images.

the color palette with a continuous color order based on the
data-driven color manifolds is intuitive and easy to use.

4. PRELIMINARY STUDY

This section describes our preliminary study that aims to
analyze the preferred colors for designing music cover im-
ages across multiple genres by leveraging color palettes
extracted from these images.

4.1 Experimental Setup
4.1.1 Dataset

We randomly collected 3,887 cover images (each image is
an RGB image) for the experiments. We assigned genre tags
to each image based on the grouping of genres and styles
in Discogs ! , in which various music is organized into 15
genres and styles (‘Blues,” ‘Brass & Military,” ‘Children’s,
‘Classical,” ‘Electronic,” ‘Folk, World, & Country,” ‘Funk /
Soul,” ‘Hip-Hop,” ‘Jazz,” ‘Latin, ‘Non-Music,” ‘Pop,” ‘Reg-
gae,” ‘Rock,” and ‘Stage & Screen’). A total of 5,150 genre
tags were assigned to 3,887 cover images, which means an
average of 343.3 images per genre.

'The grouping of genres and styles in Discogs is available
at https://support.discogs.com/hc/en-us/articles/
360005055213-Database-Guidelines-9-Genres-Styles.

Table 1. List of representative colors most frequently used
in music cover images for each music genre, excluding
grayscale colors.

Music genre RGB value Color
Blues (148,135,102) [ |
Brass & Military (110,101,74) |
Children’s (139,178,241)
Classical (105,132,128) [ |
Electronic (72,36,36) |
Folk, World, & Country (108,101,68) [ |
Funk / Soul (111,109,73) [ |
Hip-Hop (73,36,36) |
Jazz (181,145,109)

Latin (146,112,110) |
Non-Music (165,127,156) |
Pop (110,73,73) |
Reggae (168,132,68) |
Rock (72,36,36) |

Stage & Screen (174,172,106)

4.1.2 Implementation details

For representing colors in color manifolds, we utilized
an RGB color space, which is a widely used additive
color model. We resized all of the cover images into
224 px x 224 px and normalized their RGB values to [0,
1]. Then, for the purpose of this preliminary study, we
simply extracted one representative color (i.e., M = 1)
from the resized images using the data-driven color mani-
folds [14] as described in Section 3. Note that we extracted
more colors to form the color palettes in Section 5.4. We
used all of the pixels in the resized images as color samples.
The constructed color manifold is divided into eight bins,
and the samples are discretized into these bins, enabling
their visualization as a histogram.

4.2 Results

Fig. 3 represents three-dimensional histograms for the R,
G, and B values in the RGB color space. As shown in
Fig. 3, trends in the distribution of colors differ by genres:
for example, ‘Classical’ and ‘Stage & Screen’ music cover
images have low saturation, and ‘Reggae’ and ‘Latin’ music
cover images tend to use warm colors such as red and
yellow. Additionally, it can also be observed that genres
such as ‘Pop’ and ‘Rock’ feature a wide variety of colors
in their cover images. These genres have more diverse
subcategories and styles than other genres, resulting in such
color variation. Note that due to text on cover images
and background colors, grayscale colors are prominently
displayed in the histogram. Therefore, Table 1 lists the
representative colors most frequently used in cover images,
excluding grayscale colors. As shown in Table 1, the most
frequently used colors vary by music genre. Our proposed
color palette estimation framework is designed based on
this insight.
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5. COLOR PALETTE ESTIMATION FRAMEWORK

Using the close relationship between musical pieces and
colors used in their corresponding music cover images, we
propose a framework designed to estimate appropriate color
palettes for musical pieces. Fig. 4 shows an overview of our
framework. We utilize an audio feature extractor and a color
palette estimator to estimate a color palette for each musical
piece. The audio feature extractor extracts audio features
from musical pieces. To leverage recent advancements in
audio models for downstream tasks, we use a pretrained
audio model as the audio feature extractor. Then, the color
palette estimator takes the extracted audio features as input
and estimates appropriate color palettes for musical pieces.

To train the color palette estimator, we construct a large
private dataset of musical pieces and their corresponding
cover images, but we need the ground-truth color palettes to
be estimated. Therefore, we extract the ground-truth color
palette from each cover image by leveraging the data-driven
color manifolds [14] described in Section 3 for our color
palette extraction method.

5.1 Audio Feature Extractor

Audio models trained on large datasets have demonstrated
their capabilities in downstream tasks [15,23]. For exam-
ple, the outputs of the final layer of an audio model are
utilized in classification tasks, while audio embeddings are
used in generative tasks. In our approach, we leverage the
pretrained audio model F to extract audio features from
musical pieces.

Let A = {a, € RT})_, be a set of musical pieces,
where T is the length of each musical piece and N is the
number of musical pieces. Next, let Z = {z,, € R4}_, be
a set of audio features, where d is the number of dimensions
of each audio feature. The audio feature z,, can be extracted
from the musical piece a,, by using the pretrained audio
model F as follows:

Zp = ‘F(an) (M

We utilize the pretrained audio model with all of its trainable
parameters fixed.

5.2 Color Palette Estimator

To estimate color palettes from the extracted audio features
Z.,, We propose the color palette estimator G, which consists
of three linear layers with a GELU function [24].

Let C = {c,, € R**M} | be a set of color palettes,
where M is the number of colors in each color palette
and each color is represented by a set of three numerical
values (i.e., RGB values). The color palette c,, can be
estimated from the audio feature z, by using the color
palette estimator G as follows:

cn =G(zn)
= o(W3GELU(W2GELU(W;z,, + b1) + by) + bs),
(@3]
where o is a sigmoid function. The parameters of the color

palette estimator G are defined by W; € Rth, Wy €
RhX}L,Wg S R3><MXh,b1 S Rh,bg S Rh, and by €

Color palette estimation framework

| I I fals Audio feature Color palette [ |
extractor (fixed) estimator

Estimated
color palette Lusg

Color palette I
extraction

Music cover Ground-truth
image color palette

Musical piece
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. II I e Audio feature || Color palette =
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color palette

Musical piece

Color palette estimation

Figure 4. Overview of our proposed color palette estima-
tion framework. (Training procedure) We start with an
original pair of a musical piece and its corresponding music
cover image. The musical piece is processed by a fixed
audio model to extract its audio feature, and then a color
palette estimator is trained to estimate a color palette from
the audio feature. For this training, the ground-truth color
palette is extracted from the cover image by using the color
palette extraction method. We use the mean squared error
(MSE) loss function to optimize our color palette estimator.
(Color palette estimation) After training, the color palette
estimator can be used to estimate appropriate color palettes
for musical pieces.

R3*M where the dimension of the hidden layer A is set to
768. While training, a dropout with a probability of 0.2 is
applied to each output of the GELU functions.

5.3 Experimental Setup
5.3.1 Dataset

The large private dataset for training our color palette esti-
mator contains music audio excerpts (each excerpt is a 30's
audio preview for trial listening, with a 44.1 kHz sampling
rate) and their corresponding cover images (each image is
an RGB image). The excerpts and their cover images are
limited to single tracks, i.e., an original pair of an excerpt
and its corresponding cover image is unique. The dataset
contains 582,894 pairs of an excerpt and its correspond-
ing cover image by 115,113 artists. We randomly split the
dataset into training, validation, and test sets with an eight-
one-one ratio (i.e., 466,316 pairs for the training set and
58,289 pairs for validation and test sets, respectively) and
with no artists overlapping across these sets.

5.3.2 Implementation Details

As described in Section 4.1.2, we utilized the RGB color
space for color representation, resized the cover images
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into 224 px x 224 px, and normalized their RGB values to
[0, 1]. We used a single NVIDIA A6000 GPU to train the
color palette estimator. Our implementation was based on
PyTorch [25]. We used the mini-batch size of 2,048. To
train the color palette estimator, we used the Adam opti-
mizer [26] with a learning rate of 1.0 x 10~%. We calculated
the mean squared error (MSE) loss function £ ;s between
the estimated and ground-truth color palettes to optimize
the parameters of the color palette estimator.

5.4 Experimental Settings

To clarify which audio feature extractor would be most
effective in estimating the color palette, we conducted com-
parative experiments to investigate the importance of selec-
tion. Additionally, as a reference, we used color palettes
composed of random colors.

5.4.1 Audio feature extractor

To extract audio features from musical pieces, we compared
two audio models: CLAP [15] and AudioToken [16].

To use CLAP [15], we set the parameters of pretrained
models available at HuggingFace’s Transformers [27] (i.e.,
“laion/clap-htsat-fused”’). Each musical piece was converted
to a mel spectrogram through a CLAP feature extractor,
and the CLAP audio model used the spectrogram as input.
We fixed all parameters of the model. By using the model,
we can obtain a 768-dimensional feature vector for each
musical piece.

We also used AudioToken [16], which consists of a bidi-
rectional encoder representation from audio transformers
(BEATs) [23] model and an embedder [16] model. We
set the parameters of pretrained models available at offi-
cial GitHub repositories 2. All parameters of the models
were fixed. By employing the models, we can obtain a
768-dimensional feature vector for each musical piece.

5.4.2 Number of Colors in Color Palette

We used the number of colors M = {1,2,3,4,5} in the
color palettes for the experiments. To extract the color
palettes from the cover images, we used the data-driven
color manifolds [14] as described in Section 3.

5.5 Evaluation Metric for Comparative Experiments

In our comparative experiments, we used the minimum
color difference model (MCDM) [28], which is practically
designed to evaluate the color difference between two color
palettes. The MCDM compares the two color palettes, each
consisting of M colors, to determine their average color dif-
ference. First, the colors in the color palettes are converted
from RGB to CIELAB [29]. Then, the MCDM calculates a
CIELAB color difference between each color in one palette
and all colors in the other palette, identifying the closest
color match for each and recording the minimum differ-
ences. While multiple variants of CIELAB color difference

2 The pretrained models are available at https://github.com/
microsoft/unilm/tree/master/beats for the BEATs model
and https://github.com/guyyariv/AudioToken for the em-
bedder model.

Table 2. Results for the MCDM score on the test set of
our dataset. A lower MCDM score indicates a closer match
between the estimated color palettes and the ground-truth
color palettes.

M MCDM score

1 28.37
25.66
22.68
21.72
21.17

28.40
25.69
22.66
21.71
21.14

69.29
68.09
66.35
65.90
65.50

Audio feature extractor

CLAP

W B W N

AudioToken

N oW N =

(Random)

N AW -

exist, we here adopted the CIE1976 color difference [30]
for evaluation. This process is repeated for every color
in the first palette, resulting in M color difference values,
which are then averaged to obtain a mean value, denoted
as my. The same process is repeated for the second palette,
finding the closest matches in the first palette and averaging
the M minimum differences to obtain another mean value,
my. Finally, the average of m; and ms gives the overall
color difference between the two palettes. The lower the
MCDM score, the closer the two color palettes. We lever-
age this MCDM to compare a color palette estimated with
each experimental setting and a ground-truth color palette.

5.6 Results

Table 2 presents the results for the MCDM score under each
experimental setting. As shown in Table 2, our proposed
framework achieves a much lower (i.e., better) MCDM
score compared to random color palettes, with an improve-
ment of over 40 points. This demonstrates the effectiveness
of our framework. Additionally, these results support that
there is a relationship between musical pieces and the color
palettes used for designing their corresponding cover im-
ages because our framework succeeds in training the color
palette estimator.

Regarding the selection of each experimental setting,
there is no performance difference between the CLAP and
AudioToken audio models, as shown in Table 2. This sug-
gests that either audio model can be selected based on the
intended application. As these results demonstrate, our
framework effectively estimates appropriate color palettes
for musical pieces.
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Figure 5. Example results of music cover image generation using the estimated color palettes. The upper left of each
example shows the title and artist name of the input musical piece, the lower left shows the estimated color palette, the upper
right shows the input text prompt, and the lower right shows the images generated using the input text prompt with/without
the estimated color palette. In each text prompt, the colored words indicate objects being specified with that color by a user

by leveraging the estimated color palette.

6. APPLICATION

Our framework can estimate color palettes appropriate for
musical pieces, opening new doors in designing visual con-
tent for music content. In the context of generative Al, color
palettes serve as an important means of controllability in
image synthesis. Providing color hints allows users to align
generative model’s outputs with design intentions, thereby
highlighting the importance of color palettes as compact
and interpretable information in human—AlI collaborative
creativity [31,32]. We showcase the potential of our frame-
work through an example application for creating music
cover images. This application leverages a cutting-edge
rich-text-to-image model proposed by Ge et al. [33,34],
which enables precise color rendering on target objects or
regions in image generation. By integrating our framework
with this rich-text-to-image model, we can enhance the
graphic design of cover images with color palettes. Instead
of using text prompts such as “red”, “blue”, or “green”, this
application can render the generated images with specified
color values, such as RGB values or Hex color codes. As
described in Section 1, the advantage of being able to use
specified color values is that color characteristics can be
reflected in the cover image.

To use this application based on the rich-text-to-image
model, a user needs to prepare a text prompt (i.e., a plain
text prompt) that illustrates the intended cover images, in
addition to the color palette that is estimated by using our
color palette estimation framework. The user then specifies
the objects’ or regions’ colors using the color palette, and its
specified rich text prompt is given to the rich-text-to-image
model in JSON format?. The rich-text-to-image model
utilizes a general text-to-image model * to generate initial

3 Example rich text prompts are available at https://github.

com/SongweiGe/rich-text—to-1image. A plane text prompt can
be converted into a rich text prompt in the JSON format by using the trans-
lator available at https://rich-text-to-image.github.io/
rich-text-to-json.html.

4 We used Stable Diffusion XL available at
https://huggingface.co/stabilityai/
stable-diffusion-xl-base-1.0

images, which are then refined through coloring. The color
attributes used in the rich-text prompts control the colors of
target objects or regions within the initial images, thereby
improving the visual fidelity of the generated results.

The example results in Fig. 5 highlight the precision of
color matching in cover images generated by the text-to-
image model using text prompts and color palettes. A single
text is displayed beneath the two generated images, as it is
shared by both the plain text prompt and the rich text prompt.
In the rich text prompt, the colored words indicate that
those objects are specified with the corresponding colors,
whereas in the plain text prompt, such color information is
not provided. These examples demonstrate the potential of
our color palette estimation framework, promising a wide
array of applications, including music video creation and
performance lighting design.

7. CONCLUSION

Our study finds the relationship between auditory and vi-
sual expression, specifically through the colors chosen for
music cover images. Our findings suggest that there is a
deliberate, meaningful selection of color palettes that reflect
the essence of the music they express.

Our proposed framework, which utilizes the large pri-
vate dataset encompassing a variety of genres, employs deep
learning techniques to estimate appropriate color palettes
for cover images. This bridges the fields of music comput-
ing and graphic design, especially for designers seeking
to encapsulate the auditory experience of music in visual
form. Our framework can streamline the design process by
automating or helping the process of color selection.

Moreover, the example application of our framework,
as demonstrated through the generation of cover images
using the color palettes, underscores its effectiveness and
potential impact on graphic design for music content. It
offers a novel approach to designing cover images that
are both aesthetically pleasing and deeply connected to a
musical piece.
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