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ABSTRACT

This paper presents Query-by-Blending, a novel music ex-
ploration system that enables users to find unfamiliar music
content by flexibly combining three musical aspects: lyric
word, song audio, and artist. Although there are various
systems for music retrieval based on the similarity between
songs or artists and for music browsing based on visualized
songs, it is still difficult to explore unfamiliar content by
flexibly combining multiple musical aspects. Query-by-
Blending overcomes this difficulty by representing each
of the aspects as a latent vector representation (called a
“flavor” in this paper) that is a distinctive quality felt to be
characteristic of a given word/song/artist. By giving a lyric
word as a query, for example, a user can find songs and
artists whose flavors are similar to the flavor of the query
word. Moreover, by giving a query combining (blending)
lyric-word and song-audio flavors, the user can interactively
explore unfamiliar content containing the blended flavor.
This multi-aspect blending was achieved by constructing a
novel vector space model into which all of the lyric words,
song audio tracks, and artist IDs of a collection can be em-
bedded. In our experiments, we embedded 14,505 lyric
words, 433,936 songs, and 44,696 artists into the same
shared vector space and found that the system can appro-
priately calculate similarities between different aspects and
blend flavors to find related lyric words, songs, and artists.

1. INTRODUCTION

Given a huge collection of musical pieces such as those
provided by online music services, conventional music ac-
cess based on bibliographic metadata like song titles and
artist names has not been sufficient. The Music Informa-
tion Retrieval (MIR) community, therefore, has covered
various types of music retrieval and exploration. When a
listener wants to listen to familiar musical pieces, a popu-
lar approach is content-based music retrieval [4, 15, 26, 31]
based on music similarity. When a query is entered by
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Figure 1. Query-by-Blending interface that consists of
blending, exploring, and information panels.

humming [5, 8, 12, 24, 29, 33], for example, similarities
between the query and melody lines in a database are com-
puted to show its title. When a query is given by a musical
piece [7, 17, 19, 25, 28], a ranked list of similar musical
pieces is shown. Music retrieval based on various kinds of
metadata [3, 6, 14, 27] is also proposed. Although music
would have multiple aspects, previous approaches typically
assume a single aspect as a query. Moreover, it is neces-
sary for users to conceive appropriate queries, which is
sometimes not easy.

When a user wants to discover unfamiliar musical pieces,
an approach of music exploration is important. Music explo-
ration systems typically provide interfaces that visualize a
music collection by embedding musical pieces or artists into
a 2D or 3D space and let users explore the collection to find
favorite pieces [11, 21, 25, 30] or artists [1, 25, 27, 32]. How-
ever, it is difficult for previous music exploration systems
to take different aspects of music into account. Another ap-
proach is to help users flexibly conceive a variety of queries
for music discovery [9]. Such assistance, however, has not
been investigated much in the MIR community.

We therefore propose a novel music exploration system,
Query-by-Blending, that can embed three musical aspects –
lyric word (word in lyrics), song audio (audio signal of a
song), and artist (represented as artist ID) – into a unified
high-dimensional latent vector space and enable users to
find unfamiliar but interesting music content by flexibly
combining those aspects (Figure 1). Query-by-Blending
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Figure 2. Query-by-Blending enables the exploration of
three musical aspects: lyric word, song audio, and artist.

uses a “flavor” and “blending flavors” metaphor to help
users combine different aspects to flexibly conceive a vari-
ety of queries. The terms “lyric-word flavor”, “song-audio
flavor”, and “artist flavor” denote latent vector representa-
tions that are distinctive qualities felt to be characteristic of
a given word, song, and artist. Each of the three kinds of
flavors can be used as a query to retrieve and display three
kinds of ranked lists: related lyric words, titles of songs
having related song audio, and related artist names.

By giving a favorite artist as a query, for example, a user
can not only listen to various songs containing its artist
flavor but also see lists of lyric words and artists containing
its artist flavor. Since the retrieved songs are not necessarily
songs by the query artist, a user can explore a variety of
unfamiliar music content. Since all three of the musical
aspects are embedded into the same latent vector space as
flavors, a user can add another flavor to “blend flavors” (i.e.,
give a query combining multiple musical aspects). Adding
a lyric-word flavor, for example, causes the displayed lists
to be interactively updated to give every musical content
containing that flavor as well as the previous flavor a higher
rank. Query-by-Blending can thus provide novel interactive,
incremental, and iterative exploration experiences based on
multiple musical aspects.

In implementing Query-by-Blending, it is difficult to cal-
culate similarities among the three musical aspects because
there are no large-scale annotations for supervised learning
of such similarities. To overcome this difficulty, we pro-
pose a method of constructing a latent vector space model
that can be trained with unsupervised learning under the
assumption that a lyric word, song audio, and artist sampled
from the same song tend to have similar meanings and are
mapped to positions close to each other in the unified vector
space. This method is based on multi-task learning, which
has been used successfully across various applications of
neural networks, and uses a vector model that can learn
shared representations of music content by separately train-
ing each aspect of a large music collection (one including
14,505 words, 433,936 songs, and 44,696 artists).

2. QUERY-BY-BLENDING

Query-by-Blending enables a user to iteratively issue a
query of any combination of lyric words, song titles, and
artist names and obtain ranked lists of lyric words, song

Figure 3. By blending multiple flavors, Query-by-Blending
can display music content similar to the blended flavor. The
blended flavor “snow + Lady Gaga” is similar to Christmas,
Pop, and Soul songs/artists.

titles, and artist names that are similar to the query. The
interface of Query-by-Blending is shown in Figure 1 and
consists of (1) a blending panel for issuing the query, (2)
an exploring panel displaying the retrieved ranked lists and
allowing the user to select a song, and (3) an information
panel displaying the title, artist name, and lyrics of the
selected song and allowing the user to play back a short
excerpt of the song for trial listening.

2.1 Exploring Three Musical Aspects

When a user enters a lyric word, song title, or artist name as
a query on the blending panel, the exploring panel displays
the retrieved lists of lyric words, song audio tracks, and
artists whose flavors (latent vector representations) are simi-
lar to the flavor of the query. The lists are sorted in the order
of the similarity. Figure 2 shows two screenshots of the
interface. As shown in the left side of Figure 2, for example,
when a user types “snow” into the lyric word text field on the
blending panel, the exploring panel displays the lyric word
“winter”, “Angel Band” (the title of a song containing the
word “snow”), and “Harry Connick, Jr.” (who released the
Christmas song album “When My Heart Finds Christmas”,
which can be considered to be related to “snow”). On the
other hand, as shown in the right side of Figure 2, when the
user types “Lady Gaga” into the artist text field on the blend-
ing panel, the exploring panel displays music content with
“Lady Gaga” flavor – lyric words “star” and “dance floor”,
songs of Pop and Dance music sung by female singers, and
an American female singer “Britney Spears”. The user can
then click one of the displayed songs to listen to its excerpt.
These results and their music excerpts are available at a web
page (https://kentow.github.io/qbb/). Query-
by-Blending thus enables the user to flexibly issue a query
to explore music content that is similar to the query.

2.2 Blending and Subtracting Flavors

Although issuing a single-flavor query with one of the three
aspects (flavors) has already been useful, the blending panel
further enables a user to issue a query blending multiple
flavors. As shown in Figure 3, for example, when the user
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Figure 4. Query-by-Blending allows the user to subtract
flavors from others. The flavor “Lady Gaga − Countdown
(Pop song)” is similar to Alternative and Rock songs/artists.

types both “snow” and “Lady Gaga” into the two text fields
on the blending panel, the retrieved ranked lists are updated
to be more similar to the blended flavor of both of them.
The exploring panel displays a Christmas song sung by the
female Soul singer “Ivy Levan”. Then the user can feel free
to iteratively add more flavors.

Moreover, when a user issues a query and finds some of
the listed songs or artists unappealing, the blending panel
enables the user to subtract a flavor related to them from
the current query. As shown in Figure 4, when the user
subtracts a Pop song “Countdown” having a “Pop song”
flavor from the original query of “Lady Gaga” (by clicking
the minus sign (−) located beside the text field of the song
“Countdown”), the exploring panel updates the lists to in-
clude Alternative and Rock music songs (e.g., “Letterbox”)
and artists (e.g., “Ben Folds”) that are similar to the flavor
“Lady Gaga − Countdown”. The user can also subtract
some flavors after blending multiple flavors.

When a user issues a query and finds unfamiliar songs
or artists interesting after trial listening on the information
panel, the user can add (blend) some of them to the current
query to update the retrieved lists. Query-by-Blending thus
provides novel exploration experiences, such as being able
to incrementally conceive a variety of queries including
both familiar and unfamiliar songs and artists. It enables
users to flexibly update their queries by blending and sub-
tracting various flavors to explore unfamiliar but interesting
music content interactively in a trial-and-error manner.

3. IMPLEMENTATION

We implemented Query-by-Blending by developing a novel
unsupervised method of constructing the unified latent vec-
tor space in which similar aspects are located nearby. Since
similarities related to the three musical aspects are not an-
notated in a typical music collection, we leveraged the
Distributional Hypothesis [10] that is well-known in the
field of Natural Language Processing and has successfully
been used in word2vec [23].

To explain the mechanism of capturing similarities, we
first focus on the similarity between two lyric words with-
out using audio and artist aspects. According to the Distri-
butional Hypothesis, we assume that words that occur in
similar contexts tend to have similar topics. As an example,

Figure 5. The Distributional Hypothesis for multiple as-
pects.

consider the following two lyrics:

“Snow white side street of cold NewYork City.”

“But here in the white of a cold winter night, ...”

Since “snow” and “winter” each co-occur with “cold” and
“white” (i.e., the same context), we can assume that “snow”
and “winter” have a similar topic. In this paper, we define
a context word (e.g., “cold” or “white”) to be a word co-
occurring with a target word (e.g., “snow” or “winter”)
in the same song. This mechanism is expressed by a co-
occurrence matrix where each row corresponds to a target
word and columns give the context words (the red frame in
Figure 5). In this matrix, each cell contains the frequency of
co-occurrence of the target word and the context word in all
the songs. In Figure 5, the target words “snow” and “winter”
have high co-occurrence with the context words “cold” and
“white” but low co-occurrence with “devil”. Other target
words “dark” and “shadow” frequently co-occur with the
context word “devil”. By calculating the co-occurrence
matrix, we can estimate that “snow” and “winter” have
similar topics and that “dark” and “shadow” have similar
topics. We call each row of this matrix a target word vector
and calculate the similarity between target words as the
distance between their target word vectors.

We then extend this co-occurrence matrix to context au-
dio tracks so that we can utilize audio signals for capturing
the similarity between target words. Each context audio is a
short fragment of song audio and is represented as an audio-
word defined in Section 3.2. In the green frame of Figure 5,
the target words “snow” and “winter” tend to co-occur with
some short fragments of song audio and are considered
similar, but other target words “dark” and “shadow” do
not co-occur with those short fragments. Both the context
words and context audio tracks can thus be used to capture
the similarity and are included in each target word vector.
As with the similarity between target words, we assume that
songs that occur in similar contexts tend to have similar
topics. In the blue frame of Figure 5, we call each row of
a target song audio in the co-occurrence matrix a target
audio vector. Each cell of a target audio vector contains
the number of occurrences of a context word in lyrics of
the song corresponding to the target song audio, or contains
the number of occurrences of a context audio in the target
song audio. In Figure 5, the target vectors of “snow”, “Jazz
song audio”, and “Jazz artist” are close to context vectors
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of “cold” and “white”; thus these multiple aspects can be
located near each other. Moreover, we can also naturally
calculate the similarity between any target word vector and
any target audio vector as the distance between them since
those vectors are represented in the same matrix.

Finally, in the same way, we can extend the co-
occurrence matrix to target artists. In the bottom part of Fig-
ure 5, we call each row of a target artist in the co-occurrence
matrix a target artist vector. Each cell of a target artist vec-
tor contains the number of occurrences of a context word
in lyrics of all songs by its artist, or contains the number of
occurrences of a context audio in all song audio tracks by
its artist. By extending the Distributional Hypothesis, we
can calculate similarities related to the three aspects.

3.1 Dataset

To calculate the above similarities, we made a dataset con-
taining 433,936 songs by 44,696 artists. The dataset item
for each song consists of a text file of English lyrics pro-
vided by a lyrics distribution company, an audio file of a
short music excerpt (30 sec, 44.1kHz) available for trial
listening on a music service, and an artist ID. Here, each
text file contains all sentences of the lyrics of a song. We
extracted 14,505 frequent lyric words from all the text files
and did not use words that appeared less than 100 times.

3.2 Creating Audio-word Representation

To represent a short fragment of song audio for a con-
text audio, we use a discrete symbol called an audio-word.
The audio-word can be obtained by a bag of audio-words
(BoAW) model [18] as follows. (1) Each music excerpt
is downsampled to 22,050 Hz. (2) We use LibROSA, a
python package for music and audio analysis, to extract 20-
dimensional mel-frequency cepstral coefficients (MFCCs)
with the FFT size of 2048 samples and the hop size of 512
samples. This result is represented as an MFCC matrix
(20 × 1280). (3) The MFCC matrix is divided into 128
submatrices (20 × 10) without overlap. (4) Each subma-
trix including 10 frames of MFCCs is flattened into a 200-
dimensional vector that represents local temporal dynamics
of MFCCs. (5) We use the k-means++ algorithm [2] to
group all 200-dimensional vectors of all 433,936 songs into
3,000 clusters. (6) Each cluster is regarded as a discrete
audio-word. We thus obtained 3,000 audio-words.

3.3 Vector Space Model for Multiple Musical Aspects

Since the co-occurrence matrix is huge and extremely
sparse, it is too computationally expensive to deal with.
To overcome this problem, our latent vector space model
uses a neural network to reduce the huge matrix to a dense
matrix as word2vec [23] also does.

The structure of the model is illustrated in Figure 6. Let
wt denote the target word, let awm denote the audio-word,
let a denote the artist ID, and let c denote the context con-
sisting of the context word and context audio-word. To
obtain a D-dimensional latent vector space/representation

Figure 6. Multiple musical aspect vector space model.

after dimension reduction, we define an embedding func-
tion vw(·) that maps the target word to a D-dimensional
vector and define an embedding function u(·) that maps the
context word/audio-word to a D-dimensional vector.

We formulate this as an optimization problem that mini-
mizes the distance between vw(wt), the target vector of a
target word wt in a song, and u(c), the context vector of
another context word or a context audio-word c randomly
sampled from the same song. By iterating this sampling and
minimization for every target word, the model captures the
similarity between target words. In Figure 5, for example,
“snow” and “winter” are frequently sampled for the target
words, and “cold” and “white” are frequently sampled for
the context words. In other words, the vectors of the target
words “snow” and “winter” are close to both of the vectors
of context words “cold” and “white” in the embedded vector
space. Thus, these target word vectors can be located near
each other. In the training phase to minimize the above dis-
tance, we maximize u(c)T · vw(wt), the dot product of the
context word/audio-word vector u(c) and the target word
vector v(wt) in the lyrics of a song. This maximization can
be done by optimizing parameters of u(·) and vw(·).

To accelerate training, we not only maximize the dot
product of co-occurring w and c but also minimize the
dot product of w and c′, where c′ is a noise word. This
technique is called Negative Sampling and is known to be
useful in training word2vec [23]. We define and minimize
the objective function E1 to maximize u(c)T · vw(wt) and
minimize u(c′)T · vw(wt):

E1 = −logσ
(
u(c)T · vw(wt)

)
−

N∑
n=1

logσ
(
−u(c′n)

T · vw(wt)
)
, (1)

where σ(·) is a sigmoid function. N is the number of
negative words/audio-words c′n(1 ≤ n ≤ N) sampled from
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Figure 7. Normalized multiple aspect vector on hyper-
sphere. Each circle denotes an embedded aspect. The
cosine similarity between similar aspects is large.

the following noise distribution:

P (c′n) = #(c′n)
0.75/

∑
c′∈V (#(c′)0.75), (2)

where V is the word and audio-word vocabulary and #(c′)
is the global frequency of a word and audio-word c′ in the
whole dataset. This is for maximizing the distance between
the target word and common words, such as “I” and “You”,
that occur frequently in the dataset.

In our current implementation, we set the vector dimen-
sion D to 400, the number of samplings for context words
and context audio-words in each song to 400, and the num-
ber of negative samplings to 10. The objective function
E1 is optimized using stochastic gradient descent with a
learning rate of 0.025, and training was run for 5 epochs.

We can also use the same idea to handle the similarities
related to song audio tracks and artists. For song audio
tracks, we define and minimize the loss function E2:

E2 = −logσ
(
u(c)T · 1

M

∑M
m=1 vs(awm)

)
−
∑N

n=1 logσ
(
−u(c′n)

T · 1
M

∑M
m=1 vs(awm)

)
, (3)

where M is the number of audio-words in the song, vs(·) is
an embedding function that maps the one-hot representation
of every audio-word in the song to a D-dimensional vector,
and the vector of the target song audio is represented by
averaging all the audio-word vectors vs(awm) in the song.
For artists, we define and minimize the loss function E3:

E3 = −logσ
(
u(c)T · va(a)

)
−

N∑
n=1

logσ
(
−u(c′n)

T · va(a)
)
. (4)

where va(·) is an embedding function that maps the one-hot
representation of the artist ID to a D-dimensional vector. In
the training phase, these objective functions E2 and E3 are
optimized with the same settings as E1.

The proposed model can capture similarities between
the same aspects by minimizing E1, E2, and E3. In addi-
tion, iterative optimization of the three objective functions
enables training of the similarity between multiple aspects
because these three objective functions share the embedding
function for the context vector u(·). In Figure 5, the target
vectors of “snow”, “Jazz song audio”, and “Jazz artist” get
closer to the context vectors such as u(white); thus these
multiple aspects can be located near each other.

3.4 Similarity Calculation

When calculating similarity, we use vectors obtained using
vw(·), vs(·), and va(·) without u(·). We can use the co-
sine similarity as a measure of the similarity of two vectors.

According to Levy et al. [16], multiple aspect vectors are
normalized to unit length before they are used for similarity
calculation, making cosine similarity and dot product equiv-
alent. By this constraint, all the words, songs, and artists
are located on a hypersphere and the system finds music
content considering two flavors by calculating the content
close to the blended vector on the hypersphere (Figure 7).

4. QUALITATIVE ANALYSIS

We investigated whether the trained vector space model ap-
propriately captures the similarity between multiple musical
aspects. Table 1 shows the five most similar lyric words,
song audio tracks 1 , and artists – as well as their cosine sim-
ilarities – that were obtained when we issued three different
queries written at the top.

We can see in Table 1 that the query word “death” is sim-
ilar to the words “blood” and “dead”, which is reasonable
since those words are often used in metal songs. Moreover,
“death” is similar to song audio tracks having aggressive
sounds using electric guitars and to Heavy Metal artists
such as “Savatage”. Metal songs like “Neuro Osmosis”
were found even though their lyrics do not include the word
“death”.

Table 1 also shows that the query song “Amazing Grace”
is similar to clean words such as “meadow” and “lullaby”
and to relaxation songs such as New Age and Holiday music.
Interestingly, the query artist “Michael Jackson” is similar
to the artist “Janet Jackson” who is his sister even though
the model does not know that they are siblings. This query
is also similar to rhythmic songs by other artists.

These results indicate that the multi-aspect vector space
model makes it possible to find related lyric words, songs,
and artists that are hard to find otherwise. Furthermore, we
tried to issue various queries by blending and subtracting
flavors of multiple aspects and confirmed the usefulness of
this blending and subtracting. Some results were illustrated
in Section 2.2. Another interesting result is that the blended
flavor “Stevie Wonder” + “snow” − “spring” is similar to
“California Christmas”.

5. QUANTITATIVE EVALUATION

Since ground-truth annotations of similarities between dif-
ferent aspects do not exist, it is not easy to quantitatively
evaluate the model in general, but we tried to evaluate the
effectiveness of blending latent vector representations by
comparing content-based distributions of retrieved results.
In Table 1, for example, the results retrieved for the word
“death” and the song “Amazing Grace” are contrasting and
have different impressions, which means that the distance
between their distributions is large. If we issue a query
blending them and it works effectively, we expect to see
somewhat intermediate results between them, which means
that the distance between one of the above distributions and
the new distribution after blending becomes smaller.

1 The song audio tracks used in this table can be listened to at our demo
page (https://kentow.github.io/qbb/).
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Input word: death Input song: Amazing Grace Input artist: Michael Jackson
Si

m
ila

rw
or

ds blood 0.70 may 0.37 hypnotized 0.41
dead 0.65 sadly 0.35 maurice 0.40
flesh 0.65 gentle 0.34 babygirl 0.39

reborn 0.63 meadow 0.34 confused 0.39
mortal 0.62 lullaby 0.34 emotions 0.39

Si
m

ila
rs

on
gs Burning Sermon (Rock) 0.49 I Wish I Was In England (World) 0.85 It’s a Man’s Man’s Man’s World (Pop) 0.50

Neuro Osmosis (Metal) 0.48 North Country Maid (Pop) 0.84 Tight (Gospel) 0.49
Scraping the Barrel (Metal) 0.48 Mary, Did You Know (Holiday) 0.83 Play with Bootsy (Rock) 0.48

Coins Upon the Eyes (Metal) 0.47 No Turning Back (Alternative) 0.83 Unspeakable (Pop) 0.48
The Harlot Ov the Saints (Rock) 0.47 Beloved (NewAge) 0.83 Dead Heat (Pop) 0.48

Si
m

ila
ra

rt
is

ts Gary Numan 0.40 Barbra Streisand 0.40 Janet Jackson 0.61
L’Âme Immortelle 0.39 Ella Fitzgerald 0.39 Sarah Connor 0.52
Cowboy Junkies 0.38 Linda Ronstadt 0.38 Luther Vandross 0.52

Don Moen 0.38 Debby Boone 0.37 Kylie Minogue 0.52
Savatage 0.37 Nana Mouskouri 0.35 Faith Evans 0.51

Table 1. The most similar words, songs, and artists obtained by Query-by-Blending. The genre tags are shown in parentheses.

We therefore quantitatively examined how much this dis-
tance decreases after blending as follows. (1) A word query
w and a song query s for evaluation are sampled from the
dataset. (2) We get the 100 most similar songs retrieved by
the word query w and compute ψw that denotes a content-
based distribution of all lyric words and audio-words (i.e.,
a histogram of them) appearing in those 100 songs. (3)
We get the 100 most similar songs retrieved for the song
query s and compute ψs that denotes a content-based dis-
tribution obtained from those 100 songs in the same way.
(4) We then get the 100 most similar songs retrieved for the
query blending w and s and compute ψw+s that denotes a
content-based distribution obtained from those 100 songs
in the same way. (5) We calculate the Jensen-Shannon (JS)
divergence between every pair of distributions: (ψw, ψs),
(ψw, ψw+s), and (ψs, ψw+s). If the JS divergences of (ψw,
ψw+s) and (ψs, ψw+s) are smaller than that of (ψw, ψs),
we can confirm that our query blending lyric word and song
audio works effectively. In addition, we replace the song s
with the artist a and repeat the above procedure.

[Experimental Setup] For the above step (1), we used
1,000 word queries (most frequent nouns, verbs, adjectives,
and adverbs), 1,000 song queries, and 1,000 artist queries.
For the step (4), we made one million word-song pairs and
one million word-artist pairs for the blended queries.

[Results] Table 2 shows JS divergences that are averaged
over pairs. We can see that, as expected, the JS divergences
of (ψw, ψw+s) and (ψs, ψw+s) are smaller than the JS diver-
gence of (ψw, ψs). The same applies to (ψw, ψa). We thus
confirmed that our blended queries work effectively with
regard to content-based distributions of retrieved results.

6. RELATED WORK

Several studies have dealt with the similarity between dif-
ferent aspects of music. McFee and Lanckriet [22], for
example, developed a hypergraph of song nodes whose
edges capture multi-aspect relationships. Although it can
be used to calculate similarities between songs while con-
sidering multiple aspects, it does not deal with similarities
between the multiple musical aspects.

Some studies embedded musical aspects into a high-

Distributions JS divergence Distributions JS divergence
ψw ψs 0.261 ψw ψa 0.224
ψw ψw+s 0.057 ψw ψw+a 0.147
ψs ψw+s 0.227 ψa ψw+a 0.119

Table 2. Quantitative evaluation of blending flavors.

dimensional vector space in an unsupervised manner. We-
ston et al. [35] proposed a model by which musical audio
signals and artist tags are embedded assuming that songs
created by the same artist are correlated. Wang et al. [34]
modeled the relationships between songs by using the same
architecture as word2vec under the assumption that songs
played by the same listener are similar. There are also stud-
ies that embedded vectorized audio-words and social tags
by using the singular value decomposition (SVD) [13, 20].
All these studies shared with ours the motivation of em-
bedding multiple aspects into a vector space but dealt only
with audio signals and metadata without lyrics even though
lyrics are an important element that conveys messages and
emotions of music. To the best of our knowledge, there is
no study in which lyric word, song audio, and artist ID are
embedded into the same vector space.

7. CONCLUSION

In this paper we proposed a novel interface, Query-by-
Blending, that enables users to find unfamiliar but interest-
ing music content by flexibly combining (blending) three
musical aspects: lyric word, song audio, and artist. Our
contributions are summarized as follows: (1) Query-by-
Blending is the first interface that lets users iteratively issue
various queries by blending and subtracting multiple musi-
cal aspects. (2) We developed the novel embedding method
of constructing the unified latent multi-aspect vector space
by using unsupervised learning. (3) We demonstrated that
our vector space model captures the similarities between
multiple aspects. We plan to conduct a user study evaluating
the Query-by-Blending interface. We also plan to extend
our model to blend other aspects, such as genre tags and
album cover images.
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