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Abstract
Current deep learning techniques for style trans-
fer would not be optimal for design support since
their “one-shot” transfer does not fit exploratory de-
sign processes. To overcome this gap, we propose
parametric transcription, which transcribes an end-
to-end style transfer effect into parameter values
of specific transformations available in an existing
content editing tool. With this approach, users can
imitate the style of a reference sample in the tool that
they are familiar with and thus can easily continue
further exploration by manipulating the parameters.
To enable this, we introduce a framework that uti-
lizes an existing pretrained model for style transfer
to calculate a perceptual style distance to the ref-
erence sample and uses black-box optimization to
find the parameters that minimize this distance. Our
experiments with various third-party tools, such as
Instagram and Blender, show that our framework
can effectively leverage deep learning techniques
for computational design support.

1 Introduction
Deep learning has enabled high-level manipulation of various
media contents. In particular, generative adversarial networks
(GANs) [Goodfellow et al., 2014] paved the way not only for
generating contents but also for modifying them via style trans-
fer [Jing et al., 2020]. However, such end-to-end style transfer
techniques would not be optimal for supporting users’ design
processes since they do not offer sufficient explorability. More
specifically, our design processes are often exploratory, that is,
each is an open-ended journey starting with an under-specified
goal [Talton et al., 2009]. Through iterative and nonlinear ex-
ploration, we refine our understanding of the space of possible
designs and establish the precise form of the final product in
an opportunistic and serendipitous manner [Tweedie, 1995;
Terry and Mynatt, 2002]. Exploratory design is often com-
pared to brainstorming and ideation because it would increase
the potential for innovation and creativity [Gero, 1990].

For example, let us consider providing a current photo style
transfer technique as a photo editing tool. The tool can make
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a photo a user has taken (hereinafter referred to as an origi-
nal photo) look like a particular professional shot (hereinafter
referred to as a reference photo). However, it cannot handle
more flexible requests that occur in the nonlinear exploratory
processes, such as making the contrast of the original photo
similar to that of the reference photo but keeping the bright-
ness unchanged, or exploring further variations by manually
changing the strength of the transfer effect.

To overcome this situation, we propose a novel approach,
parametric transcription of an end-to-end style transfer effect,
which aims to provide a user with the best parameters of given
parametric transformations to imitate the effect. It is designed
based on three key requirements we have identified to lever-
age deep learning techniques for exploratory design processes:
serving parametric, transparent, and non-destructive transfor-
mations. To satisfy them, it adopts parametric transformations
from an existing editing tool that the user is familiar with, en-
abling the user to easily and intuitively explore the variations
of the style-imitating result after transcription. In photo edit-
ing, for example, instead of directly generating a “style-baked”
image by an end-to-end style transfer, we show the user how
to set parameters (such as brightness and contrast) and which
photo filters to use to best imitate the style within Instagram.
Then, the user can further explore the variations by manipulat-
ing the parameters, as depicted in Fig. 2. Importantly, various
existing tools can be used as the source of transformations to
be used, and thus editable attributes are not limited a priori.

This paper introduces a universal framework for achieving
parametric transcription (Fig. 1), which is tool- and domain-
agnostic. Its key components are a perceptual metric retrieved
from an existing pretrained model and black-box optimization.
For the perceptual metric, we use the latent representation
of content-invariant styles already acquired by the pretrained
style transfer model. By minimizing the distance between
the latent representations of the transformed result and the
reference sample, our framework finds the optimal parameters
of the provided transformations for imitating the style transfer
effect. This optimization problem is not likely to be differ-
entiable, but the adoption of black-box optimization [Akiba
et al., 2019] makes it tractable. Furthermore, black-box op-
timization enables users to employ various existing tools as
sources of transformations.

To demonstrate the applicability of our framework, we con-
ducted experiments in two different scenarios using popular
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Figure 1: (a) Deep style transfer produces high-fidelity results but would be hard to utilize for exploratory design as it is performed only in an
end-to-end manner. (b) Our framework transcribes the style transfer effect into a set of parametric transformations available in a tool the user is
familiar with (e.g., Instagram), by which it encourages further exploration.
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Figure 2: Since our framework shows the parameters of provided
transformations to imitate style transfer, the user can further explore
the variations by manipulating the parameters in the parameter space
(e.g., disabling some transformations or changing the strength).

smartphone apps: transcribing photo style transfer into Insta-
gram and facial makeup transfer into SNOW. In both scenarios,
our framework was confirmed through subjective evaluations
to be able to produce feasible results whose quality is compa-
rable to those produced by humans. In addition, to show that
our framework is easily adapted to scenarios other than tran-
scribing style transfers as well, we conducted an experiment in
a pseudo-generative scenario performing text-to-object com-
position. In this scenario, the original input is not given by a
user but automatically selected from a set of candidates, which
is done by parameterizing the selection and integrating it into
the optimization process. Based on these experiments, we
discussed how parametric transcription can pave the way for
creativity support tools [Shneiderman, 2007] that benefit from
the recent advent of deep learning techniques.

Our aim is not to present a new deep learning model for
style transfer but to present a new general way to benefit from
various existing pretrained models without additional training
or data. Our results with third-party tools validate the tool- and
domain-agnostic applicability of our framework, suggesting
that we can also incorporate it with models to appear in the

future. We believe that this paper shows a new paradigm of
human-AI collaboration, especially in exploiting end-to-end
deep learning techniques in a human-centric manner.

2 Background
Cross-domain style transfer typically involves two networks:
an encoder to map an input from one domain onto its latent
representation and a generator to map the latent representation
onto an output styled after another domain [Liu et al., 2017].
Formally, assuming that X and Y are two domains with differ-
ent styles andZ is a latent space, an encoderEX :X →Z and a
generator GX :Z→X are trained so that the transferred result
of an original input x∈X is obtained as y = GY(EX (x)),
which is expected to hold the style of Y .

Recent methods have achieved higher quality by disentan-
gling the content and style representations [Lee et al., 2018;
Huang et al., 2018]. For example, Lee et al. [2018] prepared
three latent spaces: Zc for the content representation, and
Zs

X and Zs
Y for the style representations of X and Y , respec-

tively. Using a content encoder Ec
X :X →Zc, a style encoder

Es
Y : Y →Zs

Y , and a generator GY : Zc×Zs
Y →Y , we can

obtain the transferred result y = GY(E
c
X (x) , Es

Y(ŷ)) that
resembles the style of a specific reference sample ŷ ∈ Y . As
described in Sec. 3.2, our framework basically assumes the
availability of the style encoder Es

Y for defining a perceptual
metric. Note that we do not use the generator since provided
parametric transformations take its role in our framework.

Though these methods succeeded in yielding high-fidelity
results, when it comes to their use for design support, they
would not be sufficient in terms of explorability. One pos-
sible approach to allow the exploration of the variations
of the result is blending the latent representation of mul-
tiple reference samples [Xiao et al., 2018]. However, ex-
ploring a blend parameter between latent representations un-
til finding a satisfactory result can be counterintuitive for
users, especially considering the nonlinearity of the latent
space [Kühnel et al., 2018]. Another approach is modi-
fying the architecture of GANs to allow a user to specify
attributes in the style to be transferred [He et al., 2019;
Guo et al., 2019]. However, since these methods are designed
to explicitly learn the attribute information, training data must
be annotated with all attributes that can be transferred, which
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would increase the preparation cost. Moreover, this require-
ment implies that the set of transferable attributes is limited
by the annotation and not customizable by users.

Therefore, to leverage recent style transfer techniques in
exploratory design processes, we propose a new framework
to transcribe a transfer effect into parametric transformations
available in a tool a user is familiar with. We believe that our
framework connects the recent advances in deep learning and
computational design support from a human-centric view.

3 Parametric Transcription
Our goal is to provide computational support for exploratory
design processes by leveraging deep learning techniques. Be-
fore introducing our framework, we first discuss requirements
and how parametric transcription satisfies them.

3.1 Requirements
It is important to understand that design is often performed
exploratorily [Talton et al., 2009]. Let us get back to the
example of photo editing in Sec. 1. In this case, the user has
two photos, i.e., original and reference photos, and wants to
exploratorily edit the original photo by using the reference
photo as a loosely specified initial goal. The user may first try
to make some attributes in the style of the original photo (e.g.,
brightness or contrast) look like those of the reference photo,
but then the user may want to change the attributes to modify
or to change the degree of the imitation randomly. Through
iterations of such unstructured trials and errors, the user refines
their understanding of the space of possible designs around
the original and reference photo and progressively establishes
the precise form of the design goal.

However, as discussed in Sec. 2, the current deep learning
techniques for style transfer are not designed to serve such
exploratory design processes. In particular, the end-to-end
transfer methods would not allow exchangeable combinations
of step-by-step explorations consisting of trials and errors.
Moreover, they would not facilitate a user’s intuitive under-
standing of the possible design space, as how such a transfer
affects the result is not easily predictable by the user.

These points conversely reveal the requirements in style
transfer to enable exploratory design processes as follows.
Parametric The entire process should be parametrized into a

set of manipulable parameters.
Transparent The parameters should be easily understand-

able, allowing users to predict how each parameter affects
the result, sometimes even without actually trying them, and
grasp what the entire design space looks like.

Non-destructive The parameters should be able to be applied
in any order to encourage users to perform unstructured
trials and errors, such as revoking a specific effect that was
manipulated at the beginning of the design process.

To satisfy them, we propose parametric transcription, in which
an end-to-end style transfer effect from a reference sample to
an original sample is transcribed into parametric transforma-
tions available in a tool that a user uses daily. The user can
approximate the style transfer effect in the tool by applying the
transcribed parameters to the corresponding transformations

and continue further edits such as disabling some transforma-
tions that change the attributes the user wants to preserve and
tuning the parameters to explore variations. The key point is
to use parametric transformations in existing content editing
tools as an interactive generator in style transfer, which meets
the above three requirements in the most desirable way from
the users’ viewpoint.

These requirements also imply that this approach is incom-
parable with conventional style transfer techniques. We want
to emphasize that, regardless of how such deep learning tech-
niques improve the transfer quality, the reference sample is
just the first, loosely specified, goal in the exploratory design
processes, and thus, it is crucial to enable exploration to allow
users to refine their goal iteratively. In addition, even if deep
learning techniques could provide pretty intuitive controls on
the result, it is unlikely to be more intuitive than using para-
metric transformations in a familiar tool, which are carefully
formulated by the tool’s developers with domain knowledge.

3.2 Proposed Framework
We consider an original input x and a reference sample ŷ
as well as a set of parametric transformations {T1 (·; θ1) ,
T2 (·; θ2) , · · · , TN (·; θN )} that are controlled by parameters
θ = {θ1, θ2, · · · , θN}. N denotes the number of transforma-
tions available in an existing tool to be used for parametric
transcription. We want to optimize θ so as to make the trans-
formed result y = T1 ◦ T2 ◦ · · · ◦ TN (x;θ) as similar to ŷ in
terms of their styles as possible.1

Our framework assumes a pretrained model that can mea-
sure the perceptual distance in their styles. For example, an
encoder network Es

Y (·) that outputs the latent representation
of the style, such as the ones mentioned in Sec. 2, can be
used here. In other words, what we have been calling style is
defined by the pretrained model, or indeed, the data used for
its training. Now, the optimization target can be formulated as

θ̂ = argminθ‖Es
Y (T1 ◦ T2 ◦ · · · ◦ TN (x;θ))− Es

Y (ŷ) ‖.
In this case, since the encoder network in GANs is trained to
output latent variables that match a specific prior distribution,
we can choose an appropriate norm function to measure their
distance depending on it. For example, L1-norm is empirically
known to perform well for the comparison of latent variables
from the prior N (0, 1) [Huang et al., 2018].

In sum, our framework is characterized by four elements:
original input, reference sample, set of parametric transforma-
tions, and perceptual metric. The goal of this framework is
to exploit the provided transformations applied to the original
input so as to obtain a transformed result having a style similar
to that of the reference sample. This would be easy for humans
but is challenging for computers because the transformed re-
sult cannot be directly compared to the reference sample, as
they have different contents. We thus introduce the percep-
tual metric leveraging a pretrained model, which enables the
comparison between their styles and the optimization of the
parameters of the transformations as formulated above. By
exchanging the four elements, our framework can be applied
to various situations, as we exhibit from Sec. 4–6.

1For simplicity, the composed transformation T1 ◦ T2 ◦ · · · ◦
TN (·;θ) is regarded to behave as X → Y .
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Another key point is the use of black-box optimization algo-
rithms, which frees the proposed framework from constraint
on the properties of parametric transformations, such as their
differentiability or smoothness. At the same time, it enables
users to freely replace the set of parametric transformations
so that they can utilize various existing tools to meet their
demand. Here, we employ Bayesian optimization [Shahriari
et al., 2016] since it is efficient in terms of the number of
function evaluations and allows discrete variables to be opti-
mization targets. In the following scenarios, we used Optuna
[Akiba et al., 2019] owing to its ease of integration.

Note that the pretrained model used for the perceptual met-
ric is not limited to the encoder network in GANs but can be
based on other networks, such as variational autoencoders [Do-
ersch, 2016] and flow-based models [Kingma and Dhariwal,
2018], as long as they map the style to a latent representation
well. We emphasize that it is also an advantage of our frame-
work that we do not have to design and train such models if
appropriate ones are publicly available. In fact, for the fol-
lowing scenarios, we have used public models available on
GitHub and never trained for this aim. Moreover, this inde-
pendence from specific models allows us to incorporate with
unseen networks to be proposed in the near future for domains
other than those the following scenarios consider.

4 Experiment: Parametric Transcription of
Photo Style Transfer in Instagram

We first present the scenario of transcribing photo style transfer
to examine the feasibility of our framework. To demonstrate
that it can employ various tools as a source of parametric
transformations, we consider transcribing into Instagram.

4.1 Related Work
There are many methods that leverage deep learning tech-
niques for photo style transfer [Jing et al., 2020]. For example,
Li et al. [2019] extended the method proposed by Luan et al.
[2017] to incorporate with an evaluation network, in an analo-
gous manner to GAN-based methods described in Sec. 2. As
we have discussed there, however, these end-to-end methods
are not designed for facilitating the intuitive exploration of
the variations of the transferred results. We acknowledge that
there are some studies that predict suitable parameters, such
as saturation and brightness, for photo enhancement instead of
performing such an end-to-end transfer [Omiya et al., 2019;
Hu et al., 2018]. Nevertheless, these methods are aimed at ob-
taining parameters to realize a professional-like appearance by
assuming the availability of a dataset of professionally edited
photos. They thus are not able to serve exploratory processes
that use a reference photo as a loosely specified goal.

4.2 Implementation
In this scenario, we consider optimizing the parameters of
transformations available in Instagram. However, Instagram
provides its photo editing functions in iOS and Android apps
and does not provide APIs. Thus we used UIAutomator, a
testing library for Android apps, to control the Instagram app
running on an Android emulator. For a perceptual metric, we
used a pretrained model (encoder network) of neural photo
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Figure 3: Examples of the original and reference photos and the
imitating photos obtained by our framework and the participants.

style transfer published by Li et al. [2019], which is trained to
encode a reference photo into its style representation during
the end-to-end photo style transfer.

In each optimization step, our framework first samples pa-
rameters to try next from Optuna [Akiba et al., 2019]. Then,
via UIAutomator, it applies all transformations, such as ad-
justing brightness or vignette, as well as choosing a photo
filter from 24 provided filters based on the sampled parame-
ters. The transformed photo is cropped from the screenshot
and provided to the pretrained model to compare its style with
that of the reference photo. Finally, the perceptual distance
to the reference photo is returned to Optuna as a score to be
minimized until 1,000 iterations are performed. Note that In-
stagram yields the same result for the same set of parameters
without regard to the order of manipulating the parameters on
the interface, which freed us from optimizing the order.

4.3 Subjective Evaluation
We evaluated the imitating quality of our framework in com-
parison with that of humans. For the same pair of original and
reference photo we obtained three imitating photos, one by
the proposed framework and the others by human participants.
The imitating photos were evaluated in regard to their similar-
ity to the reference photo by human evaluators recruited using
Amazon Mechanical Turk (AMT).
Procedure We first prepared imitating photos using our frame-
work for ten pairs of original and reference photos, which
were taken from samples released by Luan et al. [2017]. For
comparison baselines, we recruited two participants who had
experience in using Instagram and asked them to edit the same
original photo, using Instagram, to look like the correspond-
ing reference photo. Fig. 3 shows some examples. Note that
comparison with the previous methods for photo style transfer
would not be meaningful because, as described in Sec. 3.1,
they perform an end-to-end transfer whereas our aim is find-
ing parameters for transformations available in Instagram to
enable exploratory design processes.
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Then we recruited 30 evaluators in AMT and asked them
to fill a questionnaire consisting of ten questions. In each
question, they were presented with a reference photo and three
imitating photos, one of which was obtained by the proposed
framework and the others by the human participants, and
were instructed to rank them in order of their similarity to the
reference photo. Their responses were analyzed using aligned
ranked transform (ART) [Salter and Fawcett, 1993], which
can analyze ranked data nonparametrically. This allows us to
examined the effect of the ways to obtain the imitating photos
(i.e., by our framework or by the human participants) in a
manner similar to a two-way ANOVA test.
Results The distribution of the collected responses is shown in
Tab. 1(a). The ART analysis indicated no main effect from how
the imitating photos were obtained, and thus implied that the
proposed framework demonstrated performance comparable
to that of humans in imitating the style of the reference photo.
In other words, our framework is feasible for the scenario of
transcribing photo style transfer.

We also examined agreement among the evaluators for each
question by using Kendall’s W . As a result, Fig. 3(d) and
(e) were two of the cases that showed the lowest agreement
(W = 0.021 and 0.048, respectively). Looking at the imitat-
ing photos for these cases, the dispersion of the responses for
Fig. 3(e) can be attributable to the almost identical appearance.
On the other hand, the imitating photos in Fig. 3(d) evoked
the dispersion though they seemed to vary in appearance. We
suppose that this was caused by the discrepancy between the
original and reference photos, which made it difficult to imi-
tate the style using Instagram, and thus none of the imitating
photos was similar enough to obtain the consensus of the eval-
uators. This dispersion would be resolved by using editing
tools with more expressiveness than Instagram.

5 Experiment: Parametric Transcription of
Facial Makeup Transfer in SNOW

We next consider transcribing facial makeup transfer into
SNOW using the proposed framework. SNOW is one of the
popular iOS and Android apps providing functions for editing
selfies with various makeup features.

5.1 Related Work
As with photo style transfer, facial makeup transfer has in-
volved deep learning techniques, such as GANs [Gu et al.,
2019] or flow-based models [Chen et al., 2019]. For example,
Gu et al. [2019] exploited disentangled latent representations
of a face content and a makeup style, as we described in Sec. 2.
However, these methods aimed to obtain a transferred selfie
but not to allow users to explore the variations of the results,
which motivated us to apply parametric transcription.

5.2 Implementation
Since SNOW also does not provide APIs, we used the Android
emulator with UIAutomator, as in Sec. 4.2. For a perceptual
metric, we used a pretrained model (encoder network) of neu-
ral facial makeup transfer published by Gu et al. [2019], which
is trained to encode a reference selfie with makeup into the
latent representation of its makeup style. Here, although the
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Figure 4: Examples of the original and reference selfies and the
imitating selfies obtained by our framework and the participants.

original end-to-end facial makeup transfer had a generator to
generate a facial image from this latent representation, we did
not use it and used only the encoder. Then we used Optuna
for 1,000 iterations to find parameters of the makeup transfor-
mations, such as lip color and eyebrows, that minimize the
distance to the reference selfie in the latent space.

5.3 Subjective Evaluation
Procedure We conducted a subjective evaluation in the same
manner as described in Sec. 4.3. We randomly selected ten
pairs of the original and reference selfies from the dataset of
Gu et al. [2019] and prepared imitating selfies by using our
framework. We also recruited two participants and asked them
to edit the original selfies to look like the reference selfies by
using SNOW. Fig. 4 shows some examples. Then we again
recruited 30 evaluators in AMT and asked them to rank the
imitating selfies ten times in the same manner as before. Their
responses were later analyzed using ART.
Results The distribution of the collected responses is shown
in Tab. 1(b). Different from Sec. 4.3, the main effect of how
the imitating selfies were obtained was observed (p<0.001).
Thus we conducted Tukey’s post-hoc analysis and found sig-
nificant differences between the selfies edited by Participant
B and those either edited by Participant A or obtained by the
proposed framework (p<0.001) but no significant difference
between selfies edited by Participant A and those obtained by
the proposed framework (p=0.57). Therefore, given Tab. 1(b),
the proposed framework outperformed one human participant
and showed performance comparable to that of the other in
regard to imitating the makeup style of the reference selfie.
Along with Sec. 4.3, this result suggests that our framework
is feasible in various situations and can automatically obtain
parameters yielding human-level quality. In other words, even
without any additional data or training, it can enable users to
leverage style transfer techniques exploratorily within existing
tools by presenting the parameters.

Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence (IJCAI-21)

1212



(a) Sec. 4 1st 2nd 3rd

Proposed 105 87 108
Participant A 92 99 109
Participant B 103 114 83

(b) Sec. 5 1st 2nd 3rd

Proposed 118 92 90
Participant A 113 113 74
Participant B 69 95 136

(c) Sec. 6 1st 2nd 3rd

Proposed 93 89 118
Participant A 98 104 98
Participant B 109 107 84

Table 1: Distribution of the collected responses indicating how many times the imitating results in each group (obtained by the proposed
framework or by the human participants) were placed at each rank.

Parametric transcription of
style transfer e�ects

Original Result

Reference

Transformations
Compare

Update parameters

Pseudo-generative use

Original Result

Reference

Transformations
Compare

Update parametersAutomatically
selected via parametrization

Set of input candidates

Figure 5: Pipeline of applying the proposed framework for a pseudo-
generative purpose. It optimizes not only the parameters of the
transformations but also the selection of the original input.

6 Experiment: Parametric Transcription of
Text-to-Object Composition in Blender

The application domain of our framework is not limited to
images but includes 3D objects. In addition, assuming a set
of input candidates, we can also use the proposed framework
for a pseudo-generative purpose, in which the original input is
selected from the set. As shown in Fig. 5, this selection process
is parameterized and directly integrated into the optimization
of the parameters of the transformations.

We here examine a scenario of composing a 3D object as
specified in a sentence. That is, given an instruction sentence
and a set of candidate 3D objects, our framework selects an
appropriate one and optimizes the materials of the object. The
fidelity of the composed object to the instruction sentence
is measured by using a pretrained model for text-to-image
synthesis as a perceptual metric because, to the best of our
knowledge, there is no established method for text-to-object
composition. We emphasize that this scenario illustrates the
flexibility of our framework, which can deal with situations
beyond the original task that the pretrained model aims at.

6.1 Related Work
Although there are many methods for text-to-image synthesis
[Reed et al., 2016; Zhang et al., 2017], few have tried gener-
ating 3D objects from a sentence. For example, Chen et al.
[2018] and Fukamizu et al. [2019] leveraged GANs to gener-
ate 3D voxels from a sentence. However, since these methods
produce voxelized objects, which do not hold a high-level
structure, they would be less suitable for explorative design
processes than other structured formats would. On the other
hand, though our framework requires a set of candidate ob-
jects, it ensures the explorability of the variations of its output
by preserving the original structure of the objects, such as
polygon meshes. Even though there is no existing method
for text-to-editable 3D object composition, we enabled this
composition by leveraging an existing pretrained model for
text-to-image synthesis to measure the fidelity.

6.2 Implementation
As this scenario is not about style transfer, we extended the
definition of the perceptual metric. Here the perceptual metric

this bird has a bright
yellow body, with brown
on its crown and wings.

this bird has a red breast an
 belly as well as a small bill.

this is a blue and grey bird
with a small beak.

Figure 6: Detailed examples of the instruction sentences and the
composed 3D objects obtained by using the proposed framework.

is required to measure the deviation from how the resulting
3D object should look as specified in the instruction sentence.
For this purpose, we used the discriminator (not encoder) of
StackGAN [Zhang et al., 2017], a text-to-image synthesis
model. Like other GAN-based techniques mentioned in Sec. 2,
StackGAN consists of a generator to generate an image and
a discriminator to judge whether a given image is a real or
generated one from the viewpoint of a given sentence. Inter-
estingly, we could directly leverage the discriminator for the
perceptual metric, since it could evaluate how well a given
image matches how the image should look like as specified in
the sentence. Thus, once we convert the composed 3D object
into an image by rendering, we can measure the perceptual
distance by feeding the rendered image to the discriminator.

Specifically, our framework controls Blender via its Python
API to render an object from a fixed point of view. The ren-
dered image is then provided to one of the pretrained models
of StackGAN; in particular, we used the one for text-to-bird
image synthesis. The distance score obtained by the discrimi-
nator is returned to Optuna, which decides the next parameters
for choosing an object and the color of all materials in the
object so as to minimize the score, for 1,000 iterations.

6.3 Subjective Evaluation
Procedure We first prepared ten instruction sentences and
obtained a 3D object for each using our framework. For the in-
struction sentences, we randomly selected ones describing the
appearance of birds from the same dataset [Reed et al., 2016]
that Zhang et al. [2017] used. For the candidate objects, we
prepared nine 3D objects categorized as birds in the ShapeNet-
Sem dataset [Savva et al., 2015]. Each of them contained 6
to 12 materials whose diffuse colors were optimized via the
three RGB parameters to make the object look as specified
in the instruction sentence. Some examples of the instruction
sentences and the composed objects are presented in Fig. 6.
We then conducted the subjective evaluation in the same man-
ner as in Sec. 4.3 and 5.3. We asked two participants who had
experience in using Blender to compose a 3D object so as to
match with the provided sentence by choosing one from the
same set of candidate objects and adjusting the colors of its
materials (Fig. 7). We also recruited 30 evaluators in AMT and
asked them to rank the rendered images of the composed 3D
objects in order of their fidelity to the instruction sentences.
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Figure 7: Examples of the instruction sentences and the 3D objects
obtained by our framework and the participants.

Results The distribution of the collected responses is shown
in Tab. 1(c). As in Sec. 5.3, the main effect of how the com-
posed objects were obtained was observed (p=0.017). Thus
we conducted Tukey’s post-hoc analysis and found significant
differences between the objects composed by Participant B
and those obtained by the proposed framework (p= 0.014)
but no significant difference between the objects composed
by Participant A and those either composed by Participant B
or obtained by the proposed framework (p=0.62 and 0.14).
In other words, whereas the proposed framework was out-
performed by one of the human participants regarding the
fidelity to the instruction sentences, its performance was still
comparable to that of the other participant. We thus conclude
that, while the proposed framework may not yet achieve the
human-level quality in this pseudo-generative use, its quality
can be reasonably close to the human level and thus enough
for a starting point of exploratory design processes.

7 Discussion
We have demonstrated the feasibility of the proposed frame-
work in various scenarios. To facilitate its further application,
we discuss how we can leverage it, especially for compu-
tational design support. We first situate our framework by
referring to related work and then discuss possible application
scenarios of parametric transcription as well as its limitations.

7.1 Existing Optimization-Based Techniques for
Computational Design Support

Prior to our framework, many optimization-based techniques
have been proposed for computational design support [Marks
et al., 1997; Sedlmair et al., 2014] given that most design
processes are parameterized by a set of either continuous or
discrete parameters in current editing tools (e.g., using control
panels including many sliders) [Koyama and Igarashi, 2018].
In particular, researchers have developed human-in-the-loop
optimization techniques to deal with fuzzy optimization crite-
ria that involve perceptual metrics or preference.

For example, evolutionary computation has been lever-
aged in combination with an iterative human evaluation to
solve perceptual optimization problems [Takagi, 2001]. More
recently, Bayesian optimization has been used for human-
in-the-loop optimization frameworks [Brochu et al., 2007;
Koyama et al., 2020]. This is because it requires only a small
number of function evaluations to find a good solution [Shahri-
ari et al., 2016] and thus reduces the amount of human evalua-
tion required when used in human-in-the-loop optimization.

For situations where the distance to the reference sample can
be calculated by computers, optimization-based methods that
work without human evaluation have been employed. Such an
approach for fitting parameters to replicate a reference sample
via optimization is often referred to as inverse design [Marks et
al., 1997]. Moreover, inverse procedural modeling [Talton et
al., 2011; Hu et al., 2019] searches for an optimal combination
of parametric procedures and their parameters for replicating
a given reference sample. One of its primary motivations
is to support further editing of the result by changing the
parameters, which is common to our motivation.

These frameworks differ from ours, however, in that ours
does not assume that the reference sample and replicating re-
sult can be directly compared (e.g., by pixel-wise comparison).
In contrast, we have considered transcribing style transfer ef-
fects, in which even applying the optimal transformations to
the original input does not yield a transformed result that is
identical to the reference sample because the result and the
sample have different contents. Thus, while inverse design
tries to exactly reproduce the reference sample based on a
direct comparison, our framework is required to perform the
optimization based on a content-invariant comparison. We
addressed this point without the help of human evaluation by
leveraging a pretrained model to obtain a perceptual metric,
which enabled new application scenarios that are intractable
to conventional inverse design approaches.

Moreover, the tool- and domain-agnostic applicability of
our framework is another of its advantages. In particular, we
acknowledge a recent method in inverse design that involves
a perceptual metric [Shi et al., 2020]. It optimizes a pro-
cedural texture model to resemble a reference texture in a
similar manner as Hu et al. [2019]. On the other hand, this
method leverages a perceptual metric extracted from a pre-
trained model to perform a style-aware comparison instead of
the pixel-wise comparison and in this sense is analogous to
our framework. Still, this method is specifically designed for
a custom-made texture model, as it relies on the differentia-
bility of the texture model. In contrast, our framework is not
only tool- and domain-agnostic but also potentially suitable
for networks to be proposed in the near future.

7.2 Application for Computational Design Support
As we discussed in Sec. 3.1, our framework was designed to
enable exploratory design processes. In this regard, Shneider-
man [2007] pointed out that supporting exploratory processes
is one of the principal functions required for creativity support
tools accelerating discovery and innovation. In fact, many
creativity support tools enabling exploratory design in vari-
ous situations have been proposed [Hartmann et al., 2008;
Talton et al., 2009]. Our approach can complement this re-
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search direction in terms of how to leverage the end-to-end
style transfer techniques for creativity support tools.

The essence of the proposed approach is to enable explo-
rations within a tool the user uses daily by imitating a reference
sample with the help of the deep learning techniques, rather
than directly using the techniques. It would allow not only the
seamless connection with familiar design processes but also a
new design process starting from the imitation. For example,
since the proposed framework provides not only the imitating
result but also the parameters of the transformations to imitate,
the user can utilize them in various ways other than making the
original sample similar to the reference sample, e.g., making it
dissimilar by applying the obtained parameters inversely. Such
imitation-driven explorations would provide new inspirations
for creators, as Dalı́ [1970] emphasized the importance of imi-
tation as a source of creativity when he said that “those who
do not want to imitate anything, produce nothing.” From these
points, though further investigations are demanded, we believe
that parametric transcription has great potential to establish a
new form of creativity support tools.

Furthermore, our framework can be exploited for compu-
tational design support in a way analogous to that in which
sound sampling techniques have been used in musical scenes.
That is, the user can store the transcribed parameters of style
transfer effects and use them at other times as if they were
a custom filter. In fact, such a sampler-based approach for
computational design support has been studied by many re-
searchers; for example, I/O Brush [Ryokai et al., 2004] enables
a user to pick up the surface of any object and use it as a brush
in digital drawing. Our framework can be more flexible since
it performs not just sampling but transcribing parametrically,
which allows the user to edit the sampled parameters.

7.3 Limitations
Our framework has some limitations. First, the running time
can be a hurdle for its practical use. For example, in the case of
transcribing photo style transfer into Instagram, it took about
an hour for 1,000 iterations. This is partially due to the black-
box optimization but mainly due to the overhead caused in
manipulating the Instagram app on an Android emulator using
the testing library. As in humans editing photos in Instagram,
it takes at least a second for a single iteration applying all
parameters on the interface of the app. The running time
can be shortened by performing the optimization process in
parallel or by targeting applications that provide APIs (e.g.,
Photoshop or Blender) to reduce the overhead.

In addition, the quality of parametric transcription is con-
strained by the expressiveness of available parametric trans-
formations. When the styles of the original input and the
reference sample are so different that they are difficult to imi-
tate with any combination of the available transformations, the
imitating results will not be so faithful. In particular, content-
aware style transfer, such as artistic portrait stylization [Yaniv
et al., 2019], would be challenging to be imitated by paramet-
ric transformations available in existing photo editing tools.

Our framework does not cover domains for which there is
no tool providing appropriate parametric transformations. For
instance, there are some studies on transferring the style of
human motions [Yümer and Mitra, 2016; Holden et al., 2017].

Still, it is difficult to apply our framework to transcribing mo-
tion style transfer parametrically because such human motion
data is usually represented by the joint positions on a frame-
by-frame basis. Thus, there is no established mechanism to
control it with a set of parametric transformations.

Nevertheless, the exploration of further applications is a
fruitful endeavor. Evaluating the user experience of designing
with the support of parametric transcription would provide
implications in promoting human-AI collaboration. Investi-
gating how users can utilize transcribed results in their design
process would also be interesting, as discussed in Sec. 7.2.

8 Conclusion
This paper introduced a new approach of human-AI collab-
oration for computational design support—parametric tran-
scription of style transfer effects—and a framework enabling
it. Given an original input and a set of parametric transforma-
tions, our framework automatically optimizes their parameters
to make the transformed result have a style similar to that of a
reference sample by leveraging a perceptual metric retrieved
from an existing pretrained model. Unlike end-to-end style
transfers, this framework offers explorability of the variations
of the result by providing parameters of the transformations
so that users can further edit the result intuitively in a third-
party tool. Through three experiments, we showed that our
framework can be applied to various situations, including
pseudo-generative cases, while achieving human-comparable
performance. These results teach us that, even without any ad-
ditional training or data, a simple combination of existing tech-
niques can expand the applicability of numerous pretrained
models in a tool- and domain-agnostic manner.
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