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ABSTRACT

This paper describes an estimation method of a person’s
awareness of an obstacle. We assume that the person’s aware-
ness influences the person’s motion, and construct a model of
the relationship between the awareness and the motion using
HCREF. We extract a sequence of motion features from the per-
son trajectory, and then classify whether the person is aware
of the obstacle or not using the model. Awareness estimation
experiments are conducted in order to validate the method
and evaluate its performance. Since the method uses only the
position and the velocity of the person, it can be applicable to
mobile robots.
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INTRODUCTION

Falls are the second leading cause of accidental deaths, world-
wide and over 400 thousand persons die by falling every year
[11]. In particular for the elderly, falling is one of the most
common and often fatal accidents since their attentiveness
tends to decrease and they are often unable to react to a falling
situation. Our motivation is to develop a service robot which
attends to an elderly person and protects them from such ac-
cidents.

If a person is not aware of an obstacle or a step, there is a
high probability that he/she stumbles on it and falls. If we can
estimate the person’s awareness, we could assess the risk of
falling, and an attendant robot could prevent such accidents
by making the person have an awareness of an obstacle or
a step. We consider that estimating a person’s awareness is
important for attendant robots.
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Our goal is to realize an attendant robot (see Fig.1). The robot
estimates a person’s awareness of surrounding environments
while following her. If she is not aware of an obstacle, the
robot takes an action, such as warning her or interposing itself
between her and the obstacle, so that the obstacle attracts her
attention. On the other hand, if the person is aware of it, the
robot just continues to follow the person without hindering
her motion.

Awareness estimation has been dealt with in several research
domains. In driver assistance, in order to prevent accidents,
the person’s awareness of pedestrians is estimated from the
driver’s gaze and driving actions, such as accelerating, brak-
ing, and steering [1, 6]. In human-computer interaction, the
person’s awareness of other persons is estimated from the
gaze and the head orientation of the person to realize a com-
fortable human assistance system [10, 2]. Those works show
that gaze and head orientation reflect the person’s awareness
well. In the case of mobile robots, however, such information
is not available or is difficult to obtain reliably. We can use
only limited person information, such as the position and the
velocity of a person.

Toward realizing an attendant robot, we propose a method of
estimating the person’s awareness of an obstacle. The pur-
pose of this paper is to show that a person’s awareness of an
obstacle can be estimated by only observing his/her motion.

If a person is not aware of an obstacle, the person moves as
if the obstacle were not there, and if the person is aware of
it, the person changes his/her trajectory to avoid it. We, thus,
consider that the person’s motion is affected by the person’s
awareness of the obstacle and that the person’s awareness can
be estimated from their movement with respect to the obsta-
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Figure 1. Attendant robot.
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Figure 2. Person’s motion features.

cle. We first extract motion features from the person trajec-
tory and model the relationship between the awareness and
the motion using HCRF (Hidden Conditional Random Fields)
[3]. We then estimate the person’s awareness of the obstacle
from the observed motion using the model. As a first step,
we deal with a case where a person walks in a hallway and
focus on estimating that person’s awareness of an obstacle.
We expect that the proposed framework can be extended to
awareness of other things, such as a step, and more compli-
cated environments.

The rest of the paper is organized as follows. The next section
describes the estimation method for person’s awareness of an
obstacle. This is followed by an evaluation of the proposed
method. Finally, conclusions are drawn, and future work is
discussed.

ESTIMATING THE AWARENESS OF AN OBSTACLE

Using biometric information, such as gaze, is direct and the
most common way to estimate a person’s awareness [1, 2,
10]. Since such information is usually hard to obtain by mo-
bile robots, we propose a method of estimating a person’s
awareness of an obstacle solely from a person’s movement.

Person’s Motion Features
In order to describe a person’s motion with respect to an ob-
stacle, we define the following four features (see Fig. 2).

1. Distance to the obstacle: When the person is close to the
obstacle, the person’s motion is affected strongly by the
obstacle.

2. Distance to the skeleton of the hallway: This feature is de-
signed to describe how the person’s trajectory is affected
by the obstacle. Since the person will move along the hall-
way if there is no obstacle, this feature will be changed by
the existence of an obstacle.

3. Angle between the velocity vector and the vector from the
person to the obstacle: This feature represents whether the
person moves toward the obstacle or not. If the person is
avoiding the obstacle, this feature will be large.

4. Size of the obstacle: The person’s motion may be affected
by several characteristics of the obstacle. We simply use
its size to model the obstacle.

Person’s awareness model using HCRF
We represent the motion of a person as x = {xl,xz, e ,x,}
which is a sequence of motion features with length ¢. Let y be
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Figure 3. Person’s awareness model.

a binary label of a sequence denoting whether the person is
aware of the obstacle or not. We assume that the person’s mo-
tion is influenced by the condition of the person’s awareness.
This relationship can naturally be modeled using a sequence
classifier, such as CRF (Conditional Random Fields) [9] and
HCRF (Hidden Conditional Random Fields) [3]. In this work,
we use HCRF to construct the model. We also use CRF as a
baseline.

By introducing HCRF, we can model the relationship be-
tween the person’s awareness and the person’s motion as
shown in Fig. 3. Following the work of [7], the relationship
is modeled as:

v(yhx:0)
P(yx,0) =Y P(y,h|x,0) = ZheXp—M
b Yy pexp¥nx

)]
where 0 is the parameter of the model, y is a potential
function parameterized by 6. A sequence of hidden states
h = {hy,hy,--- i} is introduced as the possible hidden la-
bels inside the model. In our model, the number of possible
values of each hidden state is set to three.

The parameter 6 is optimized using a stochastic descent
method [3], and then, we estimate the label of the sequence
as follows:

arg max P(y|x, 0) 2)
y

We obtain observations every 0.5 [s] and use six consecutive
observations as one sequence. The duration of a sequence is
3 [s]. We assume that the duration is long enough to describe
the person’s obstacle avoiding motion.

EXPERIMENTS

Person’s motion measurement system

In order to measure a person’s motion, we developed a mea-
surement system using 3D LIDAR (Velodyne HDL-32e). The
system first detects candidate objects of a human using a Eu-
clidean clustering method, and then classify whether an ob-
ject is an actual human or not using Kidono’s shape descrip-
tive features [4] and Adaboost classifier [8]. The detected
people are tracked by a Kalman filter with a constant velocity
model and global nearest neighbor data association [5]. Since
the LIDAR provides very accurate range data, the system can
reliably detect and track persons.



Figure 4. Experimental environment.

Table 1. Estimation Results.
[ Method [ Precision | Recall [ FI |

CRF 0.743 0.745 | 0.744
HCRF 0.921 0.941 | 0.931

Awareness estimation experiments

Ideally, the HCRF model should be constructed from a per-
son’s motion data which contains both the situations where
a person is aware and unaware of an obstacle. However, it
is difficult to intentionally make situations where a person is
unaware of an obstacle. Also, in the viewpoint of research
ethics, it is illegal to conduct experiments in such situations
since there is risk that the person will fall and sustain injury.
We thus assume that there is no significant difference between
the person’s motions under situations where the person is un-
aware of an obstacle and where there is no obstacle. There-
fore, we train the HCRF model from a person’s motion data
with and without obstacles.

We first collected a set of person trajectories with and without
obstacles. Fig. 4 shows the experimental setting. The exper-
iments were conducted in two kinds of settings; in the first
one, an obstacle was placed in the hallway, and in the second,
no obstacle was placed. Five persons walked in the hallway
and avoided the obstacle if there was an obstacle. We mea-
sured the person’s trajectory 30 times for each person with
and without obstacles, respectively.

Fig. 5 shows the heatmap created from the measured trajec-
tories. Red indicates where the persons passed on frequently,
and blue indicates where the persons did not pass. The white
circles indicate the size and the position of the obstacles. As
we can see in Fig. 5, the person’s motion is affected by the
obstacles. If there is no obstacle, persons move straight along
the hallway. On the other hand, if there is an obstacle, persons
change their trajectories to avoid the obstacle.

In situations where a person is unaware of an obstacle, the
person’s motion is independent of the obstacle. To simulate
the situation using the situations without obstacles, we ran-
domly choose obstacle data from the situations with obstacles
and extract the person’s motion features as if there was a cho-
sen obstacle. We train the HCRF model using the extracted
features.

395

The set of the trajectories is divided into five parts, and one
of them is used as a test set and the rest are used as a training
set. The number of the motion sequences in the test set is 785,
and the number of the sequences in the training set is 3146.
Table 1 shows the estimation results. HCRF shows a better
estimation performance than CRF, and in the case of HCREF,
we achieve an estimation accuracy of 92.1%. Fig. 6 shows
the relationship between the distance to the obstacle and the
estimation accuracy. As a person get closer to an obstacle, the
person’s motion is influenced by the obstacle strongly, and the
motion becomes distinguishable from when the case without
the obstacle. As a result, the estimation accuracy increases.
When the distance between the person and the obstacle is less
than 4 [m], the method can estimate the person’s awareness
with an estimation accuracy of over 90%.

Online awareness estimation experiments

We measure three person’s trajectories without obstacles and
nine trajectories with obstacles for an online test. In order to
validate the applicability of the proposed method to real atten-
dant robots, we examine the point where the method judged
that the person was aware of the obstacle.

Fig. 7 shows examples of the estimation results. Thick lines
indicate the trajectory of a person and estimation results. Blue
color indicates that the system is accumulating motion data
and is not classifying the motion due to an insufficient amount
of data. Green and red colors indicate that the person is un-
aware of the obstacle, and that the person is aware of the ob-
stacle, respectively. In the case of Fig. 7(a), the system started
to accumulate the person’s motion data when the person en-
tered into the environment. After a sufficient amount of mo-
tion data is accumulated, the system successfully classified
the person’s motion as being unaware of the obstacle. In the
case of Fig. 7(b), after the accumulation of data was finished,
the system classified the person’s motion as being unaware
of the obstacle. However, as the person got closer to the ob-
stacle, within about 10 [m], the system judged that he was
aware of the obstacle. When a person is close to an obstacle,
the system reliably estimates the person’s awareness since the
identification accuracy increases as a person gets closer to an
obstacle as shown in Fig. 6.

In all of the cases without obstacles, the classifier did not
judge that the person was aware of the obstacle, and in all
of the cases with obstacles, the classifier successfully judged
that the person was aware of the obstacle before the person
reached to the obstacle. Table 2 shows the statistics of the
point where the classifier judged. The classifier can realize
that a person is aware of an obstacle at a point about 8.5 [m]
from the obstacle on average, and about 6.1 [m] at least. If
the person is walking at 1.2 [m/s], the time to bump into the
obstacle is about 5.1 [s]. If the robot takes preventative action
within this time, it can avoid the collision. We consider that
the robot can interact with the person within this duration if
the robot approaches the person in advance. At least the robot
can call the person to make the obstacle attract their attention
within this duration.
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(b) With obstacles.

Figure 5. Heatmap of persons’ trajectories. Red indicates where the persons passed on frequently, and blue indicates where the persons did not pass.

The white circles indicate the size and the position of the obstacles.
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Figure 6. The relationship between the distance to the obstacle and esti-

mation accuracy.

Table 2. Statistics of the point where the classifier judged that the person
is aware of the obstacle. _
| | mean [ std. dev. [ min | max |

[ distance [m] [ 853 [ 1.88 [6.09 [11.41 |

CONCLUSION AND FUTURE WORK

This paper has described a method of estimating a person’s
awareness of an obstacle using only the person’s motion. The
method extracts motion features from their trajectory, and
then classifies whether the person is aware of the obstacle or
not using HCRF. We validated the method through real exper-
iments and confirmed that the estimation is accurate enough.

Currently, we have developed only an estimation method of
a person’s awareness of an obstacle. Since the person may
bump into not only just obstacles but also other persons, we
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have to extend the method to be able to estimate person’s
awareness of other persons and work in more complicated
environments. Also, motion planning with consideration of
estimated awareness has also to be developed in order to re-
alize socially acceptable attendant behavior.
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