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Abstract

After the successof DEEP BLUE in computerchess,
shogi or Japanesechessis a next challenging target in
artificial intelligencefor gameplaying The compleity
and hugesearch spaceof shogihavebeenmotivating re-
searchers to make shogi programs, but none of themis
competenenoughto play againsthumanexperts. To im-
prove competenceof shogi programs, it is a promisirg
appoad to develop dedicatedhardware systems.How-
ever, inflexible architecture andlack of hardware resouce
havebeenthe significantproblemsin hardware develop-
ment. The flexibility and recent progressin gate size of
FPGAsare expectedto give solutonsto the problems.As
a first stepto shogihardware, weimplementeanoduésto
genente chek anddefensamovesn tsume-shogior mat-
ing problemsin shogi. With the latestFPGA, we success-
fully implementedll modukson a singlechip and elimi-
natedthe bottlened of memorybandwith. In this paper
we describea procedue for parallel movegeneation in
tsume-shogdhardware andarchitectue of themodulesm-
plementedn an FPGA. Discussioraboutperformanceof
the hardwatre is also madein the paper The hardware is
roughlyestimatedo work 10 — 50 timesfasterthan soft-
ware.

1 Intr oduction

In chess DEEP BLUE demonstratethata large system
with dedicatechardwarecould beata humanworld cham-
pion [8]. After the successn computerchess,shogj or
Japanesehesss a next challengingtargetin artificial in-
telligencefor gameplaying. Shogiis recognizedasmuch
more complicatedgamethan chessfrom a computatioal
pointof view. Sofar, several studeshave beenmadeonthe
compleity of chessaandshogi[1, 10, 13]. Accordingtothe
latestreport,thenumberof gamepositonsreachdle from
theinitial positonin chesss estimatedas1.07 x 10°4, and
thatin shogi107! [10]. Another paperreportedthat the
numberof nodesin the gametree of chessand shogiare

10123 and1022% respectiely [6]. The compleity of shogi
is mainly attributed to reuseof capturedpieces. In shogi,
piecescapturedfrom the opponentcan be put back onto
the board(this type of move is calleda drop), while they
cannotbereusedn chess.Reuseof piecescausesonsid-
erablylarge numberof moves andthe maximumnumber
of legal movesperpositonin shogiis known as593[9].

To date,lots of algorihmsto dealwith the hugesearch
spacehave beenproposedy reseachersin several coun-
triesaswell asin Japar2, 3,5, 11], but no shogiprogram
is competenenoughto beathumanprofessionaplayers.
To improve play ability of shogiprograms,constructig
dedicatechardwards olviously anessentiabpproachTo
the bestof authors’knowledge, however, therehasbeen
only oneattemptat shogihardwarereportedsofar [4].

There are two significant probkems with developing
shogihardware. One probkem is thatthereis no consen-
susaboutalgorthmsfor move generationpositin evalua-
tion, treesearchandsoon. Shogialgorihmsarestill under
discussiorandrevised often. Thereforedevelopinghard-
warewith ASICswould be resultlesdecausét would be
soonoutdated. Anotherproblemis that shogiis so large
an applicationthatit requiresa lot of hardwareresource
and wide memorybandwidth. Shogiis quite a comple
gamewith hugesearchspaceanda programconsequently
hasvariouskindsof modules.Thesemodulesshouldwork
in parallelto achieve high-speedcomputationput in such
highly parallelizedprocessinglack of hardwareresource
andnarrov memorybandwidh are alwaysbottlenecksto
declinethe performancef hardware.

With the flexibility andthe recentprogressin size of
FPGAs,theseprobkemsare expectedto be resohed. The
flexibility of anFPGAenablesisto keepupwith improve-
mentof algorihms. The latestFPGA haslarge hardware
resourceand wide-wicdth memory thereforea shogipro-
gramis expectedto beimplementedn a singlechip.

As afirst stepto a shogiprocessqmwe arecurrentlyim-
plementingacircuitto solvetsume-shogimatingproblems
in shogi). A tsume-shogsolver triesto find checkmae by



exploring the gametreewith analgorithmspecializedor

end-game A tsume-shogsolver doesnot usedatabasef
matingprocedurefor typical end-gamepositions, while it

wasa greatsuccessn computerchess. In shogi, similar
positons hardly appearin end-gamebecauseghe number
of piecesremainingon the boarddoesnot decreaselueto

dropmoves,thusbuilding databasef matingprocedurés

impossibé.

In this paper we presentsolufons for problemsin de-
velopmentof tsume-shoghardware. Throughoti the im-
plementatiorof tsume-shogprocessqgrwe shav the fea-
sibility of an FPGA for the large and complicatedappli-
cation. This paperis organizedasfollows. Section2 de-
scribesfeaturesandrulesof shogiandtsume-shogiSome
importantfeatureghat causeshogis compleity andhuge
searchspaceareexplained.Section3 describeslatastruc-
turesandprocedurdor generatingnoves. It is givenhow
the move generationn tsume-shogis performedin par
allel andin pipeline. Section4 describesarchitectureof
a moduleto generatepiececover data. An explanationis
givenin detailto shav anexampleof parallelandpipeline
architectureSectionb describesheperformancefimple-
mentedmodules. Frequeny, usageof hardwareresource
and computationtime of the tsume-shogtircuit is given
in this section. Finally, section6 summarizeghe current
statusandgivesafurtherdirectionof this study

2 Shogiand Tsume-Shogi

2.1 Feature of Shogi

Shogiis a Japanese&hess-likegame. The object of
shogiis to checkmateopponens king, asis the samefor
chess. Figure 1 is theinitial positicn of shogidescribed
with kanji fonts (Chinesecharacters).To promoteinter-
nationaldiscussionthe positian in Figurel is sometimes
describedwith chess-likefonts (Figure2 1).

As alreadypointdout, themostimportantrule in shogi
relatedto the large numberof possibé movesis thatthe
capturedpiecesfrom the opponentcan be put back onto
the boardagain. In addition to the reuseof pieces,shogi
hassomemorefeatureghatcausa the hugeseach space.
Here we summarizerules and featuresof shogithat are
directly connectedvith thecompleity of programming.

— Reuseof Captured Pieces
The capturedpiecesare called piecesin hand When
it is aplayersturn, he/shecanfreely chooseo move a
pieceon theboardor to dropa piecein handon a va-
cantsquare.lt is, however, prohilited to dropa pavn
ontothefile whereanothempawvn alreadyexists(prohi
bition of doubk pawr).

IFigure 1 and Figure 2 are describedwith a specialpackae called
ONIeX. Forfurtherexplarationfor Figure2, see[7].
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Figurel: Theinitial posiion of shogiin Japanesstyle.
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Figure2: Theinitial position of shogiin westerrstyle.

— Board Size

The size of shogiboardis slighty larger thanthat of

chessoard.Thesizeof shogiboardis 9x 9, while that
of chesss 8x8.

Number and Kind of Pieces

Thetotalnumberof piecesin shogiis 40, while thatin

chessis 32. Additionally, thereare 8 kinds of pieces
and 6 kinds out of them can promotein shogi,while

thereare6 kindsof piecesandonly pavn canpromote
in chess.

Promotion Zone

In shogi,promotdn zoneis large andtherule of pro-

motion is complicated. Promotionzonefor black is

rank a to c in Fig. 2, and that for white is rank g

to i. A playercanfreely chooseto promotea piece
or not when (1) the piece moves into the promotbn

zone, (2) the piecemovesinsidethe promotia zone,
(3) the piece moves from the promotbn zoneto the
non-promadbn zone.
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Figure 3: An example position extractedfrom a tsume-
shogiproblemwith 117-plysolutin.

2.2 Feature of Tsume-Shogi

Tsume-shogare checkmaing probkemsin shogi. The
objectof the attackeris to checkmatepponengking and
of the defenderis to prolorg the mate aslong as possi-
ble. Fundamentatules of tsumeshogisuchas mobility
of piecesandre-useof piecesarethe sameasthatin nor
mal shogi. The mostimpor@antdifferencebetweertsume-
shogiand normalshogiis thatin tsume-shogeachmove
by the attackemmustbe a check,andconsequently move
by thedefendemustbe oneto getoutof the matingthreat.
Although valid moves in tsume-shogare limited by the
rule, algorthmsfor move generatiorand tree searchare
still complicatedbecausd1) the numberof possibé posi-
tions can be large due to drop moves and (2) tree search
canreacha quite deeppartof thegametreewith a solutim
of morethana hundredply. Figure 3 is an exampleposi-
tion of tsume-shogiwhich hasa solutian of 117-ply (the
samepositon is describedin westernstyle in Figure 4).
The numberof possibé movesin Figure3 is 153andthe
numberof checkmovesis 13. Figure3 indicatesthathigh
speednove eliminatian aswell asmove generations vital
to reducecomputatiortime andto performfurtherdeepen-

ing.

2.3 Categoriesof Check and DefenseMoves

To gain high parallelism,we cateyorizedcheckmoves
into 3 groupsaccordingto the way of attack. Explanatim
of categyoriesof checkmovesaregivenasfollows.

— DirectCheck
Whenan attackers pieceon the boardmovesandthe
pieceitself attacksthe opponens king, the move is
catgyorizedasdirectched.

— Indir ect Check
Whenthecover of an attackers long-ran@-piece(e.g.
rook) reachesopporent’s king after an attackers ob-
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Figure4: The sameposiion asFig. 3 in westernstyle.

staclepiecemoved,themoveis cateyorizedasindirect
ched.

— Drop Check
Whenanattackers piecein handis droppedandit at-
tacksthe opporent’s king, the drop is categjorizedas
drop ched.

Defenders moves are also catgyorizedinto 3 groups.
Explanatioss for the categoriesaregivenbelow.

— King Escape
When a defenders king moves to escae from the
attackers checkand successfully avoid to be check-
matedthemove is cateyorizedasking escape

— Defenseby Capture
When a defenders piece on the board capturesthe
piece attackingdefenders king, the move is cateyo-
rized asdefenseoy captuee.

— Defenseby Drop
When a defenders piecein handis droppedand it
blocksthe cover of a long-range-pace attackingde-
fenders king, the drop is cateyorized as defenseby
drop.

3 Data Structur e and Algorithm

In this sedion, we first describethe structureof data
usedin tsume-shoghardware.Then,we describethe pro-
cedurefor generatingheckanddefensemovesin thecir-
cuit.

3.1 Datastructure
Herewe describémportantdatastructuesthatareused
for move generation.

— PieceData
Piecedatais 6 bit dataassignedor ead pieceto dis-
tinguishatype of piece.



— Board Data
Board datais a setof piecedataandis informatian
aboutwhich pieceis on which square.As piecedata
is 6 bit andthe boardsizeis 9x 9, total size of board
datais 486bit. In our hardwarearank (9 squarespf
boarddatais loadedatatime, thusthedatais storedin
9 (depth)x 54 (width) sizememory

— Black/White Dir ect PieceCover
If a pieceP canmove to squareS, we saythatSis di-
rectly coveed by P. Black (white) direct piececover
is informationaboutwhich black (white) pieceis cov-
eringwhich square. Sincedirect cover dataassigned
for onesquareis 66 bit, total size of the datais 5346
bit. To read/writearankof dataatatime, cover datais
storedin 9 (depth)x 594 (width) sizememory

— Indir ect PieceCover
Suppose positon wherethe cover of thelongrange-
pieceP is blockedby the obstaclepieceQ. If P can
move to thesquareS only whenQ is removed, we say
thatSis indirectlycoveedby P. The dataassignedor
onesquareis 8 bit, thusthe whole datais storedin 9
(depth)x 72 (width) sizememory

— Direct Check Mask
Direct CheckMaskis usedto eliminateinvalid moves
sothatonly directched movesremain. The dataas-
signedfor onesquareis 5 bit, thusthe whole datais
storedin 9 (depth)x 45 (width) sizememory

— Indir ect Check Mask
Indirect Check Mask is used to eliminate invalid
movessothatonly indirectcheckmovesremain. The
dataassignedor onesquareis 4 bit, thusthe whole
datais storedin 9 (depth)x 36 (width) sizememory

— Move Data
Move datais 24 bit dataand is information about
which piecemovesto which square Thereareat most
10 pieces(except piecesin hand)thatcanmove to the
squareS. If all of the piecescan promotewhenthey
move to S, at most 20 moves can be generatedex-
ceptdrops). Our hardwaredealswith 9 squaresat a
time, thusa memoryto storethe move dataneedsto
have wide enoughbandwidthto read/write180moves
simulaneously

3.2 Procedure for Move Generation

Sinceall attackersmovesmustbeched in tsumeshogi,
aneliminationof invalid movesfrom all legal onesis to be
performed.For anefficientmove elimination we usemask
thatdistinguishescheckmovesfrom the others.The mask
is generatedn parallel to computationof other various
data. After the maskandthosedataare generatedcheck
moves are generatedn parallel. As alreadyexplainedin
Section2.3, checkmovesarecateyorizedinto 3 groupsand
these3 typesof checkaregeneratedn discretecircuitsto

achiere thehigh parallelism.The procedurdor generating
checkmovesis summarizedsfollows.

1. Updateof Positbn
(a) Boarddata
(b) Piecein hand
(c) Pawn data
2. Updateof datausedfor move generation
(a) Directpiececover
(b) Indirectpiececover
(c) Directcheckmask
(d) Indirectcheckmask
3. Checkmove generation
(a) Directcheck
(b) Indirectcheck
(c) Dropcheck
4. Storecheckmovesto memory

In this procedure pperationfrom (1) to (4) areprocessed
in coursegrainedpipelineand (a) to (d) are processedn
parallel.

Defenders maoves are necesarily onesto avoid at-
tackers check. Compuation of defensemove generation
is alsoperformedn parallelandin coursegrainedpipeline.
The procedurefor generatinglefensemove is summarize
asfollows.

1. Updateof posiion
(a) Boarddata
(b) Piecein handdata
(c) Pawn data
2. Updateof white directpiececover
3. Defensemove generation
(a) King Escpe
(b) Defenseby Capture
(c) Defenseby Drop
4. Storedefensemovesto memory

3.3 Block Diagram

Figure5 shaws a block diagramof the move generator
implementedn an FPGA. The numberdescribedn each
modulecorrespondso the pipeline stageof computation
of move generation. All modulesdescribedin Figure5
work in parallel,andadditianally, paralleldataprocessing
of 9 squaresndfine-grainedipeline computatiorareper
formedin all modules.Thereforeall groupsof movesare
generatedn quiteshorttime.

As spaceis limited, architectureof all modulescannot
be explained. We describearchitectureof Bladk Direct
CoverCircuit in the next sectionas an example of paral-
lel andpipeline processing.
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Figure5: A block diagramof tsumeshogihardware

4 Black DirectCover Generator

Black Direct Cover Generatotis a moduleto calculate
attackers piececover data. Piececover datais informa-
tion aboutwhich piececanmove to which square.In this
section,the structue and performanceof the piececover
generatolis given asan exampleof implementedparallel
andpipelinearchitecture.

4.1 Procedure for PieceCover Computation

Ideally, piececover computatiorwith hardwareshould
be performedto all 81 (9x9) squaressimultaneously In
thatcase however, complicatedviring causes longdelay
anda declineof hardwareperformance.ln our module,9
squareq1rank) are processedt a time to generatepiece
cover data.Althoughit takes9 clocksto readall boarddata
with this method(we call this dataloadinga scan, hard-
ware works at high frequeny becauseof simple wiring.
Additionally, sincewhole boarddata(9 rank)is processed
in pipeline,total computatiortime is notlong.

The cover of long-range-piecege.g. rook)is transmit-
ted to adjacentsquaresevery clock. When we scanthe
boardfrom rank 1 to rank 9, the cover of a longrange-
pieceis only transmited from top to bottom. Therefore
theboardscanmustbe performedrom top to bottom(top-
downscan, from bottomto top (bottan-upscar), from left
to right (left-right scar) and from right to left (right-left
scar). Thesefour scansareperformedn parallel, thusto-
tal computatiortime is asshortastheone-wayscan.Piece
cover datais obtaired by calculatingOR of outputsof the
four scans.

4.2 The Structure of the Cova Generator

Figure6 shavstheblockdiagramof Black Direct Cover
Generatar Top-Down Scannerand Bottom-Up Scanner
namelyperforma boardscanfrom top andbotbm respec-
tively, andRookCoverScannemperformsaleft-right/right-
left scan.Thesescannersll work in parallel,andinsideof
eachscanneiis alsohighly parallelizedfor further speed-
up.

As spaceis limited, we explain the structureof Top-
Down Scanneras an example of parallel and pipeline
processingperformedinside a module. The structureof
Top-Down Scannerappearsin Figure 7. SqX (X
1,2,---,9) isamoduleto calculatethe cover of the piece
onfile X. As Figure7 shaws, piececover computation
for 9 squareds performedin parallel. Otherscannersn
Figure7 anddatageneratorsn Figure5 alsohave similar
architecturdo performparallelprocessing.

4.3 Performance of the Cover Generator

In the Black Direct Cover Generatagrfollowing 3 pro-
cesseareperformedn pipeline: loadingboarddata,cover
computationand storing piececover. Figure8 shavs the
timing of the computatio. We seefrom Figure 8 that9
rank computatioris finishedin 11 clock with fine-grained
pipeline processing.

5 Implementation and Performance

In this section,we first give an explanationfor the de-
vice usedfor the tsume-shogsolver. Next, we shav the
resultof theimplementationLastly we discusshe perfor
manceof implementednodules.
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5.1 Virtex Il

Modulesin thetsume-shoggircuit areimplementedn
Virtex II XC2V6000FF152-5(Xilinx, Inc.). The chiphas
33792slicesand 144 of 36864bit block RAMs [14]. The
width of ablockRAM canbechangedrom 1 to 36bit (sin-
gleport)orfrom 2to 72 (dualport), sothemaximummem-
ory width thatthe chip canprovide is 10368lit. Virtex Il
also provides Distributed RAMs using LUTs as memory
insteadof logic gates.WhendistributedRAMs areimple-
mented the maximummemorywidth exceeds10368bit.

5.2 Implementation Results

Here we shav the result of the implementationof
modulesin Table 1. Frequencyshows the frequeny of
eachmoduleimplementednanFPGA. Thewholecircuit
worksat 37.84MHz asit depend®n the slovestmodule.
Resouce is the numberof slicesusedin eachmodule.The
Table1 shavs thatimplementednodulestotally use81%
of hardwareresource We seefrom Outputwidththatquite
wide datais outputfrom eachmoduleat atime. The prob-
lem of this exceedinglywide outpus was resohed with

a large numberof block RAMs. As Table1 shows, data
thatmustbewrittento memoryatatimeis about8000bit-
width, and 100 block RAMs are usedto storeall datasi-
multaneously

Figure9 describeghe timing chartof the tsume-shogi
solver. Figure9 shawvsthatrequiredclock cyclesfor move
generations 62 + N. N is thenumberof valid movesby
the attackeror the defendetin a positon. In all modules,
requiredclockcyclesexcept is alwaysconstananddoes
notdependonthe numberof movesto begenerated.

5.3 Performance

As the frequeng of the circuit is 37.84 MHz andre-
quiredclocksis 62 + N, computatio time for generating
N movesin aposiion (T) is givenby thefollowing equa-
tion:

Tn = (62+ N) x [usec]. 1)

37.84

As foundout from the equationabose, computatiortime
for the move generatiorin hardwaredoesnot signficantly



Tablel: Theimplementatiomesultof eadh module.

Module | Frequewcy | Resarce [ Output width | Block RAM
PositionUpdater 78.95MHz 244Slices 114bit 2
Black Direct Cover Generator 54.56 2418 594 17
Black IndirectCover Generator| 101.08 474 32 3
Direct CheckMaskGenerator 79.97 676 45 3
Indirect CheckMaskGenerator| 85.35 577 36 3
Direct CheckGenerator 70.23 856 1080 9
Indirect CheckGenerator 65.19 2115 1440 12
Drop Che& Generator 101.55 159 63 1
White Direct Cover Generator 54.87 1932 594 8
King Es@apeGeneator 50.71 596 214 1
CaptureMove Generator 40.93 3074 2160 20
Drop Defeng Generator 46.67 3081 1512 21
Multipl exer 37.84 10881 24 -
TOTAL | | 27083(81.7%) | | 100(69%)
Pipeline stage @ : @ : @ : @
Update of position T>
Black Direct Cover <T>
Data Black Indirect Cover <T>
Update Direct Check Mask m
Indirect Check Mask <T>
Black Direct Check
Ge’:\/leor\;ion rop Check
Indirect Check
Data Update | White Direct Cover <T>
White King Escape
Ge’:\/leor\:t)ion Defense by Capture :
Defense by Drop 3 3
Multiplexer
0 il 22 4‘4 62 + N clock

Figure9: Timing chartof move generatiorin tsumeshogihardware.

dependon the numberof generatedmoves becauseof
highly parallelizedarchitectureof the circuit. For exam-
ple,we give T andT}, below.

Ts = (6245) x

=1. 2
e~ LT lused] @)

T10 = (62 + 10))(

1
= 1.
3 8l 90 [usec] 3)

Ty is only 1.07timeslongerthanTs in hardware while
thatin softwarewould be abouttwice longer Therefore
the circuit canwork efficiently for atsumeshogiprobem
wherelots of possiblemovesareto begenerated.

Then, let us discusshow mary moves could be gen-
eratedper secondwith a fully implementedisume-shogi
solver. The total performanceof the tsumeshogisolver
dependson the implementedtree searchalgorithim. As

thereare lots of searchalgoritims, it is difficult to esti-
mateall varietiesof tsumeshogisolvers. To estimatethe
maximumperformancef thetsumeshogisolver, we focus
onthemostsimplesearchalgorthm: full-width seard. In

full-width search computatiorof treesearchcanbe over

lappedwith move generationln this case performancef
the circuit reachesthe highestpeakandit is calculatedoy
thefollowing expression:

— X N. (4)

Sincethe average of N is known as5 [12], the average
numberof generateanovespersemndis givenby thefol-



lowing equation:

1
— x5 =2.824 x 10°. (5)
Ts

It is difficult to comparethe performanceof hardware
with that of software,becausethe performanceof hard-
waredoesnotsignificantlydependn N but softwaredoes.
Furthermoretherearelots of tsume-shogalgorihmsand
thereis no consensuaboutwhich algorthmis best.When
comparedvith oursoftware the performancef thecircuit
is roughly estimatedas10— 50timesfaster

6 Curr ent Status and Futur e Works

In this paper we presentecan FPGA-basedrocessor
to solve tsume-shog{mating probkemsin shogi). Shogi
is a challengingtarget in artificial intelligencefor game
playing. In shogi,however, frequentlyrevisedalgorthms
andquitelargeapplicationsizehave preventedresearchers
from developing dedicatechardware. The flexibility and
recentprogressn size of FPGAsare expectedto be solu-
tionsto the probkemsin hardwaredevelopment:outdated
architectureandlack of hardwareesource.

We implementedill modulesrequiredfor move genera-
tion in tsume-shogandtestedthefeasibility of FPGAsfor
the large and complicatedapplication The latestFPGA
enabledusto implementall tsume-shogmnodulesonasin-
gle chip andto eliminatethe bottleneckof memoryband-
width. With 100 block RAMs on an FPGA, we realized
highly parallelizednove generatiorin spiteof the exceed-
ingly wide dataoutput When the numberof branching
factorof atsume-shogireeis 5, the computatio speedof
move generatiorin hardwareis roughly estimatedas 10—
50 timesfasterthanthatin software. The performanceof
hardwareagainstsoftwaredepend®n the gametreecom-
plexity. Hardwareshows betterperformancen morecom-
plex tsume-shogprobkems.

Whatis remainingto be donein our studyis to imple-
mentatreeseard controlker. Sincethecompletedmodules
aregenerafor mosttsume-shogprogramswe canimple-
mentvarioustreesearchalgorithmsby changinghesearch
controler. Somealgorthmscanvery quickly solve short-
ply tsumeshogiproblemsbut cant solve long-ply ones,
while somecansolve long-ply problemsbut areinefficient
for shot-fy ones. Thereforeit could be effective to re-
configurethe searchcontroler dynamicallyaccordingto
searchdepth. We continuethe implementatio of tsume-
shogihardwareandattemptto testthe feasibilty of recon-
figurationfor tsume-shogi.
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