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\textbf{Abstract.} In the paper, we introduce a new tree automata framework, called \emph{propositional tree automata}, capturing the class of tree languages that are closed under an equational theory and Boolean operations. This framework originates in work on developing a sufficient completeness checker for specifications with rewriting modulo an equational theory. Propositional tree automata recognize regular equational tree languages. However, unlike regular equational tree automata, the class of propositional tree automata is closed under Boolean operations. This extra expressiveness does not affect the decidability of the membership problem. This paper also analyzes in detail the emptiness problem for propositional tree automata with associative theories. Though undecidable in general, we present a semi-algorithm for checking emptiness based on machine learning that we have found useful in practice.

\section{Introduction}

Tree automata techniques have been commonly used in checking consistency of tree structures. Typical examples include checking sufficient completeness of algebraic specifications \cite{MS81} and the consistency of semi-structured documents \cite{DBLP:journals/corr/abs-0912-0079}. These applications benefit from the good closure properties and positive decidability results for tree automata. Recently, there are more advanced applications including protocol verification \cite{DBLP:conf/tacas/Schewe11, DBLP:conf/dlt/Schewe12}, type inference \cite{DBLP:conf/cav/GiesekingDS12, DBLP:conf/cav/GiesekingDS13}, querying in databases \cite{DBLP:conf/cav/GiesekingDS14, DBLP:conf/cav/GiesekingDS15} and theorem proving \cite{DBLP:conf/cav/SeidlS13}.

One limitation of tree automata in these applications is that the regularity of languages is not preserved when closed with respect to congruences. In other words, when some algebraic laws such as associativity and commutativity are taken into account, the congruence closure of a regular tree language may no longer be regular. In applications, this lack of closure has required users of tree automata techniques to use complicated and specialized ways of encoding protocols \cite{DBLP:conf/tacas/Schewe11}. Many extensions of tree automata have been suggested to address this problem, including multitrue automata by Lugiez \cite{DBLP:conf/popl/Lugiez99}, two-way alternating tree automata by Verma \cite{DBLP:conf/cav/Verma15}, and equational tree automata by Ohsaki \cite{DBLP:conf/cav/Ohsaki09}.

Equational tree automata are a natural mathematical extension of tree automata that recognize tree languages modulo an equational theory. Equational
tree automata enjoy several nice properties. In particular, they are weakest extensions to tree automata that are closed under congruences. More precisely, when the equational theory is induced by only linear equations (i.e., equations whose left- and right-hand sides are linear terms), such automata recognize exactly the congruence closure of regular languages [25, Lemma 2].

However, checking properties of tree structures often additionally requires that the modeling language be closed under boolean operations and have efficient algorithms to check emptiness and inclusion. For example, when checking sufficient completeness, the main task is to check if the language of terms with defined functions is contained in the language of reducible terms. Thus, a sufficient completeness checker relies on a modeling language for trees for which checking inclusion is decidable. Since inclusion tests are most often implemented by complementation, intersection and a test for emptiness, these properties also are relevant for this problem. It is known that for regular equational tree automata with only associativity equations, the inclusion problem is undecidable. Moreover, this class of languages is not closed under intersection and complementation [24].

Motivated by this inadequacy in equational tree automata, Hendrix et al. proposed in [13] a further extension of tree automata, called propositional tree automata. These automata define a class of languages that is immediately closed under all the boolean operations via a straightforward, effective procedure for each operation. More importantly, they are the mathematically minimal extension in that the class of propositional tree automata accept the Boolean closure of languages recognizable by equational tree automata. The conservativeness of our extension leads to another desirable property: if the equational tree automata membership problem is decidable for a theory $\mathcal{E}$, then the membership problem for the propositional tree automata with $\mathcal{E}$ is decidable as well.

In [13], Hendrix et al. showed that the sufficient completeness problem for unconditional and left-linear membership rewrite systems modulo an equational theory can be reduced to the emptiness problem of propositional tree automata. Hence, one of the problems we investigate here is the emptiness problem modulo A- and AC-theories. Based on results for equational tree automata, we know that the problem is undecidable for propositional automata modulo A-theories. In this paper, we present a machine learning based semi-decision procedure, that is also a complete decision procedure under certain regularity conditions. We have found this algorithm effective in practice. Our algorithm has been implemented in a tree automata software library, called CETA [15], that can check the emptiness of propositional tree automata modulo associativity, commutativity, and identity. CETA is currently used for a next-generation sufficient completeness checker for Maude, and has already found a subtle bug in the built-in Maude specifications that cannot be verified using the current checker.

This paper is organized as follows. In the next section, we define propositional tree automata. We show how this framework is closed under Boolean operations, and also investigate the recognition power relative to equational tree automata. In Section 3, we consider the membership decision problem, and ana-
lyze the complexity results with the comparison to equational tree automata. In Sections 4 and 5, we explain our approach to the emptiness problem in detail. In Section 6, we show how our approach can be improved using ideas from machine learning. Finally, in Section 7, we conclude the paper by addressing the current software development project.

2 Preliminaries

We assume the reader is familiar with equational logic [6] and tree automata [7]. We use basic notations of rewriting from [4]. An **equational theory** is a pair $\mathcal{E} = (F, E)$ in which $F$ is a finite set of function symbols, each with an associated **arity**, and $E$ is a set of equations over the function symbols in $F$.

In the paper we are mainly interested in associative and/or commutative theory ($\mathrm{AUC}$-theories for short), that is equational theories whose equations in $E$ are associativity and/or commutativity axioms for some of the binary function symbols. Given a binary function symbol $f \in F$, $f(f(x, y), z) = f(x, f(y, z))$ is an associativity (A) axiom, and $f(x, y) = f(y, x)$ is a commutativity (C) axiom.

We use $F_A$ to denote the symbols in $F$ with an associativity axiom in $E$, and $F_C$ to be the symbols with a commutativity axiom. Since commutativity alone does not essentially affect the expressive power of the languages [25, Theorem 3], we assume that each commutative symbol is associative, i.e., $F_C \subseteq F_A$. Furthermore we write $AC$ to denote the set $E$ consisting of both $A$ and $C$ axioms from $F_A \cap F_C$.

A propositional tree automaton (PTA) $\mathcal{A}$ is a tuple $(\mathcal{E}, Q, \phi, \Delta)$, consisting of the equational theory $\mathcal{E} = (F, E)$, a finite set $Q$ of states disjoint from the symbols in $F$ (i.e. $F \cap Q = \emptyset$), a propositional formula $\phi$ over $Q$, and a finite set $\Delta$ of transition rules whose shapes are in one of the following forms:

\[
\text{(Regular)} \quad f(\alpha_1, \ldots, \alpha_n) \rightarrow \beta \quad \text{ (Monotone)} \quad f(\alpha_1, \ldots, \alpha_n) \rightarrow f(\beta_1, \ldots, \beta_n)
\]

for some $f \in F$ with $\text{arity}(f) = n$ and $\alpha_1, \ldots, \alpha_n, \beta, \beta_1, \ldots, \beta_n \in Q$. If a PTA only has regular rules, we say the PTA is regular; otherwise, it is monotone.

A move relation of $\mathcal{A} = (\mathcal{E}, Q, \phi, \Delta)$ is a rewrite relation over the set $T(F \cup Q)$ of terms with respect to $\rightarrow_{\Delta}$ modulo $=_{\mathcal{E}}$, i.e., $s \rightarrow_{\mathcal{A}} t$ if there is a transition rule $l \rightarrow \alpha \in \Delta$ and a context $C \in \mathcal{C}(F \cup Q)$ such that $s =_{\mathcal{E}} C[l]$ and $t =_{\mathcal{E}} C[\alpha]$. The reflexive-transitive closure of $\rightarrow_{\mathcal{A}}$ is denoted by $\rightarrow^{\ast}_{\mathcal{A}}$.

A term $t$ is accepted by $\mathcal{A}$ if $t \in T(F)$ and the complete set of states reachable from $t$, reach$_{\mathcal{A}}(t) = \{ \alpha \in Q \mid t \rightarrow^{\ast}_{\mathcal{A}} \alpha \}$, is a model of $\phi$. Boolean formulas are evaluated using their standard interpretations:

$P \models \alpha$ if $\alpha \in P$, $P \models \phi_1 \lor \phi_2$ if $P \models \phi_1$ or $P \models \phi_2$, $P \models \neg \phi$ if not($P \models \phi$)

As an example, we consider the PTA $\mathcal{A}$ with the propositional formula $\phi = \alpha \land \neg \beta$ and the transition rules

\[
\alpha \rightarrow \alpha \quad \beta \rightarrow \beta \quad f(\alpha) \rightarrow \alpha \quad f(\beta) \rightarrow \beta \quad f(\alpha) \rightarrow \gamma \quad f(\beta) \rightarrow \gamma.
\]

Then $\alpha$ is accepted by $\mathcal{A}$, because reach$_{\mathcal{A}}(\alpha) = \{ \alpha \}$ and $\{ \alpha \} \models \alpha \land \neg \beta$. Similarly, $f(\alpha)$ is accepted as reach$_{\mathcal{A}}(f(\alpha)) = \{ \alpha, \gamma \}$ and $\{ \alpha, \gamma \} \models \alpha \land \neg \beta$. However,
b and f(b) are not accepted, because reach_A(b) = \{ \beta \} and \{ \beta \} \not\subseteq \alpha \land \neg \beta, and reach_A(f(b)) = \{ \beta, \gamma \} and \{ \beta, \gamma \} \not\subseteq \alpha \land \neg \beta. Intuitively, the formula \alpha \land \neg \beta means that A accepts terms that rewrite to the state \alpha and do not rewrite to \beta.

Propositional tree automata are closed under Boolean operations: given A = (E, Q_1, \phi_1, \Delta_1) and B = (E, Q_2, \phi_2, \Delta_2), then by assuming Q_1 \cap Q_2 = \emptyset, the intersection L(A) \cap L(B) is accepted by the PTA (E, Q_1 \cup Q_2, \phi_1 \land \phi_2, \Delta_1 \cup \Delta_2).

The complement of L(A) is accepted by A' = (E, Q_1, \neg \phi_1, \Delta_1), where the formula \phi_1 of A has been replaced by \neg \phi_1. Therefore we have the following property for propositional tree automata.

**Lemma 1.** The class of propositional tree automata is effectively closed under Boolean operations.

In the standard tree automata framework, the intersection of two tree automata may have the product of states, which is \(|Q_1| \times |Q_2|\) state symbols, while the intersection of PTA A and B needs \(|Q_1| + |Q_2|\) state symbols. In complementing the PTA A, the set of states is unchanged, so the number of state symbols is \(|Q_1|\), but constructing the complement of a tree automaton may require an exponential number of state symbols relative to the original.

It is also an easy lemma to show that the class of languages accepted by propositional tree automata under a certain equational theory is the smallest class of languages containing languages accepted by standard equational tree automata with the same equational theory and closed with respect to Boolean operations over the languages.

**Lemma 2.** The class of tree languages accepted by PTA with an equational theory \(E\) corresponds precisely to the Boolean closure of tree languages accepted by equational tree automata sharing the equational theory \(E\).

One can observe that, given a term \(t \in T(F)\) and a propositional tree automaton \(A\), when \(t \rightarrow^* \alpha\) is decidable for any state \(\alpha\) of \(A\), reach\(_A(t)\) is effectively computable. This leads to the observation:

**Lemma 3.** The membership problem for equational tree automata under an equational theory \(E\) is decidable if and only if the membership problem for propositional tree automata with \(E\) is decidable.

3 Decidability Results

As we showed in the previous section, the decidability of the membership problem of propositional tree automata depends upon that of equational tree automata with the usual definition of acceptance in terms of final states. From previous work [22, 24], we have the complexity results (in the next table) for regular and monotone cases with AC- or A-theory:

<table>
<thead>
<tr>
<th></th>
<th>regular A-TA</th>
<th>regular AC-TA</th>
<th>monotone A-TA</th>
<th>monotone AC-TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>complexity of membership</td>
<td>P-time</td>
<td>NP-complete</td>
<td>PSPACE-compl.</td>
<td>PSPACE-compl.</td>
</tr>
</tbody>
</table>
As an obvious observation, the membership problem for propositional regular AC-tree automata (abbreviated by MEM-PROP-REG-ACTA) seems harder than the problem for regular AC-tree automata. Here a propositional regular AC-tree automaton is a regular PTA over AC-theory, and a regular AC-tree automaton (regular AC-TA for short) corresponds to a regular PTA over AC-theory with a disjunction $\phi$ over atomic states as its propositional formula, i.e. $\phi = \alpha_1 \lor \cdots \lor \alpha_n$ for some $\alpha_1, \ldots, \alpha_n \in Q$.

As the AC-TA membership problem is NP-complete and the AC-TA non-membership problem can be converted in linear-time to the PTA membership problem, the PTA membership problem cannot be in NP unless NP equals coNP. We can show that MEM-PROP-REG-ACTA is in a higher complexity class.

**Lemma 4.** MEM-PROP-REG-ACTA is in $\Delta^P_2$. \hfill \Box

In the following, we write $A \leq^P_m B$ if there is an algorithm $M$ running polynomial-time for a problem $A$ which can ask, during its computation, some membership questions about $B$, where each query for $B$ is answered in a unit time. The relation $A \leq^P_m B$ is polynomial-time many-to-one reducibility, and it is defined as follows: $A \leq^P_m B$ if there exists a polynomial-time function $f : \Sigma^* \rightarrow \Gamma^*$ such that for each $x \in \Sigma^*$, $x \in A$ if and only if $f(x) \in B$.

**Proof of Lemma 4.** Let $A = (E, Q, \phi, \Delta)$ with $E = (F, E)$. We define the regular AC-tree automaton $B_A$ associated to $A$. By assuming $\langle \cdot, \cdot \rangle$ is a fresh binary symbol, we let $B_A = (E', P, p_{\text{acc}}, \Delta_A)$ where

- $E' = (F \cup Q \cup \{ (\cdot, \cdot) \}, E)$
- $P = \{ p_{\alpha}, q_\alpha \mid \alpha \in Q \} \cup \{ p_{\text{acc}} \}$
- $\Delta_A = \{ \alpha \rightarrow q_\alpha \mid \alpha \in Q \}$
- $\cup \{ (p_{\alpha}, q_\alpha) \rightarrow p_{\text{acc}} \mid \alpha \in Q \}$
- $\cup \{ f(p_{\alpha}, p_{\beta}) \rightarrow p_\gamma \mid f(\alpha, \beta) = \gamma \in \Delta \}$.

By construction, it is clear that for each $x \in T(F)$ and $\alpha \in Q$, $t \rightarrow^*_{B_A} \alpha$ if and only if $\langle t, \alpha \rangle \rightarrow_{B_A}^* p_{\text{acc}}$. One should note that $B_A$ can be constructed in quadratic-time to the size of $A$, and the membership problem for regular AC-tree automata (abbreviated by MEM-REG-ACTA) is NP-complete.

For the next step, we take the set $S = \{ \alpha \in Q \mid \alpha$ appears in $\phi \}$. The computation of $S$ can be deterministically done in the size of $\phi$, denoted by $|\phi|$, which is the number of occurrences of Boolean variables and Boolean connectives in $\phi$. Then, for every $\alpha \in S$ (e.g. in the lexicographic order), we test by using the oracle $L(B_A)$, whether $(\cdot, \alpha) \in L(B_A)$. If $(\cdot, \alpha) \in L(B_A)$ is true, $\alpha$ is assigned to 1; otherwise, $\alpha$ is 0. By letting this Boolean assignment to be the mapping $\tau : S \rightarrow \{ 1, 0 \}$, it is easy to see $\tau(\phi) = 1$ if and only if $\text{reach}_A(t) \models \phi$. The output value of the Boolean circuit is computable in polynomial-time relative to $|\phi|$ \cite{9}.

The above algorithm runs totally in polynomial-time with respect to the size of $A$. Therefore the deterministic algorithm with an oracle set in NP solves the original membership problem in polynomially bounded time.

As a corollary of the above proof, MEM-PROP-REG-ACTA is
- $\leq_m^P$-hard for NP (i.e. NP-hard),
- $\leq_m^P$-hard for coNP (i.e. coNP-hard).

One can observe that given a term $t$ and a regular AC-tree automaton $A$, the problem of determining whether $A$ does not accept $t$ is coNP-complete (abbreviated by INACCEPT-REG-ACTA). Because, if $L \in$ coNP then $(L)^c \in$ NP, and thus there exists a polynomial-time function $f$ from $(L)^c$ to MEM-REG-ACTA such that $x \in (L)^c$ if and only if $f(x)$ is accepted by a regular AC-tree automaton $(F, Q, \alpha_1 \lor \cdots \lor \alpha_n, \Delta, E)$ with $\alpha_1, \ldots, \alpha_n \in Q$. Then the reduction from $L$ to MEM-PROP-REG-ACTA can be done by taking the propositional regular AC-tree automaton to be $(F, Q, \lnot(\alpha_1) \land \cdots \land \lnot(\alpha_n), \Delta, E)$.

Moreover, MEM-PROP-REG-ACTA is $\leq_P$-equivalent to MEM-REG-ACTA, because $\leq_m^P$ is subsumed in $\leq_P^P$ and $\leq_P^P$ is transitive. Then, $\forall A \in \Delta_P^P: A \leq_P^P$ MEM-REG-ACTA, and thus, MEM-PROP-REG-ACTA $\leq_P^P$ MEM-REG-ACTA.

In case of monotone PTA over AC-theory, using the same construction as in the proof of Lemma 4, we can show that: the membership problem for monotone PTA over AC-theory is in $P^{\text{PSPACE}} (= \text{PSPACE})$. Then, using the fact that the membership problem for monotone TA over AC-theory is PSPACE-complete [22], we can obtain an even a stronger result that the membership problem for monotone PTA over AC-theory (indicated by monotone AC-PTA in the table) is PSPACE-complete.

The previous proof technique can also be applied to the $A$ case. Therefore we obtain the following table of complexity results for sub-classes of propositional tree automata:

<table>
<thead>
<tr>
<th>complexity of membership</th>
<th>regular A-PTA</th>
<th>regular AC-PTA</th>
<th>monotone A-PTA</th>
<th>monotone AC-PTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-time</td>
<td>$\Delta_P^P$</td>
<td>PSPACE-compl.</td>
<td>PSPACE-compl.</td>
<td></td>
</tr>
</tbody>
</table>

4 Emptiness Testing

We now turn our attention to the emptiness problem for PTA — given a PTA $A$, does $L(A) = \emptyset$? This problem is computationally quite hard. Even in the free case, testing emptiness of a PTA is EXPTIME-complete. The tree automata universality problem, i.e. given a tree automaton $A$ over a signature $F$, does $L(A) = T(F)$?, is EXPTIME-complete [7, Theorem 14]. This problem can be converted in linear time into the PTA emptiness problem of $(L(A))^c$.

In AC case, regular equational tree automata are known to be closed under Boolean operations [27], and the emptiness problem is decidable [24]. It follows that the class of regular PTA over AC-theory have a decidable emptiness problem. In contrast to the above, in the $A$ case (without commutativity axioms), the emptiness problem is undecidable:

**Theorem 1.** The problem of checking whether $L(A) = \emptyset$ for regular PTA with a single associativity axiom is undecidable.
Proof. Given a regular equational tree automaton $B$ with a single associative symbol, it was shown in [25] to be undecidable whether $\mathcal{L}(B) = T(F)$. This problem is equivalent to checking $(\mathcal{L}(B))^\varepsilon = \emptyset$. By Lemma 2, the language $(\mathcal{L}(B))^\varepsilon$ is recognizable by a PTA with a single associative symbol. □

Despite the lack of decidability, we nevertheless are interested in developing semi-decision algorithms that work well in practice. This is motivated by the study about the sufficient completeness checking of order-sorted equational specifications, where we have found equational tree automata techniques to be quite useful [13]. In applications, thus far we have mainly been interested in regular PTA, so we will restrict our attention to regular PTA for the remainder of this section.

Our algorithm for checking emptiness computes the set of states reachable from terms. The idea of this algorithm is similar to the use of subset construction to complement regular tree automata in [7], but with extensions to handle associative and commutative symbols. Though having no guarantee to terminate for all cases, the algorithm finds an accepting term if a language accepted by an input PTA is non-empty, and it proves the emptiness if the accepting language is empty and the PTA satisfies certain regularity conditions.

Let $\equiv_A$ be the equivalence relation over terms where $s \equiv_A t$ iff. $\text{reach}_A(s) = \text{reach}_A(t)$. For tree automata, the correctness of subset construction typically relies on the fact that $\equiv_A$ is a congruence with respect to contexts, i.e. $s \equiv_A t$ implies $C[s] \equiv_A C[t]$ for all contexts $C$. However, this fact does not hold in the case when the root of $s$ or $t$ is an $A$ symbol $f$ and the context $C$ has $s$ or $t$ immediately within a term labeled by $f$. Due to this complication, our subset construction algorithm for $A$ and AC symbols maintains additional information.

We first define the information our subset construction algorithm for the $A$ and AC case will eventually compute.

**Definition 1.** Given a PTA $A = (E, Q, \psi, \Delta)$ over the theory $E = (F, E)$, let $\text{det}(A) \subseteq P(Q) \times F$ be the set $\text{det}(A) = \{ (\text{reach}_A(t), \text{root}(t)) \mid t \in T_F \}$.

One should remark that $\text{det}(A)$ is finite, however it is not always computable. Observe that $\mathcal{L}(A) \neq \emptyset$ iff. there is a pair $(P, f) \in \text{det}(A)$ such that $P \models \psi$. The undecidability of the emptiness problem of $\mathcal{L}(A)$ thus implies the membership question $(P, f) \in \text{det}(A)$ is not decidable either.

For the remainder of this section, let $A$ be a PTA with an $A \cup C$-theory. In this case, we can obtain $\text{det}(A)$ by an iterative computation starting from the empty set $d_A(0) \triangleq \emptyset$. We then expand $d_A(0)$ to $d_A(1), d_A(2), \ldots$ in the inference rules (defined later) until completion. Each set $d_A(i)$ is a subset of $\text{det}(A)$. The mapping $d_A$ is simplified to $d$ if $A$ is obvious in the context.

Before describing the inference rules, we must give a few more definitions. We first extend $\text{reach}_A$ to allow sets of states $P_i \subseteq Q$ as constants appearing in terms. Precisely, the reachable states $\text{reach}_A(f(P_1, \ldots, P_n))$ for a term with sets as constants is the union of the reachable states for each term in $T(F \cup Q)$ formed by choosing an element in each state, i.e.

$$\text{reach}_A(f(P_1, \ldots, P_n)) = \{ \beta \in Q \mid (\exists \alpha_i \in P_i : 1 \leq i \leq n) f(\alpha_1, \ldots, \alpha_n) \rightarrow^* A \beta \}.$$
For each associative symbol \( f \in F_A \), and set \( d(i) \), we define a context-free grammar \( G_{f,d(i)} \). Intuitively, the rules in the grammar are obtained from the PTA, and simulate the PTA over flattened terms of the form \( f(P_1, \ldots, P_n) \). Each set \( P_i \subseteq Q \) is reachable by a term whose root symbol is not \( f \).

**Definition 2.** Given a regular PTA \( A = (E, Q, \phi, \Delta) \) with \( f \in F_A \) and set \( d(i) \), we define the flattened grammar for \( f \), \( G_{f,d(i)} \), as \((\Sigma_{f,d(i)}, Q, \cdot, R)\), where

- \( \Sigma_{f,d(i)} = \{ P \mid \exists (P, g) \in d(i) : g \neq f \} \),
- \( R = \{ \gamma := \alpha \beta \mid f(\alpha, \beta) \to \gamma \in \Delta \} \cup \{ \gamma := P \mid P \in \Sigma_{f,d(i)} \land \gamma \in P \} \).

In the paper, we write \( L(G(\alpha)) \) to denote the language generated from \( \alpha \) if \( G \) is (a mapping to) a grammar with a non-terminal symbol \( \alpha \). The Parikh image \cite{26} of the language \( L(G(\alpha)) \) is denoted by \( S(G(\alpha)) \). Namely, \( S(G(\alpha)) = \{ \#(w) \mid w \in L(G(\alpha)) \} \), where \( \# : \Sigma^* \to \mathbb{N}^{(2)} \) maps each string in \( \Sigma^* \) to the vector counting the number of occurrences of each terminal symbol. For a subset \( P \subseteq Q \) of non-terminals, let \( L(G(P)) \) equal the strings appearing in the languages \( L(G(\alpha)) \) generated by non-terminals \( \alpha \in P \) and not in the languages \( L(G(\beta)) \) generated by the non-terminals \( \beta \in (Q - P) \). We define \( S(G(P)) \) denote the corresponding construction from the Parikh images, i.e.,

\[
L(G(P)) = \bigcap_{\alpha \in P} L(G(\alpha)) - \bigcup_{\beta \in (Q - P)} L(G(\beta)) \quad S(G(P)) = \bigcap_{\alpha \in P} S(G(\alpha)) - \bigcup_{\beta \in (Q - P)} S(G(\beta))
\]

As context-free grammars are not closed under intersection and complementation, \( L(G(P)) \) is not necessarily context-free, and checking emptiness is undecidable. On the other hand, \( S(G(P)) \) is a semi-linear set \cite{26}, because semi-linear sets are closed under Boolean operations, and moreover, have a decidable emptiness problem.

In our algorithm, we start with \( d(0) = \emptyset \), and then compute \( d(i + 1) \) from \( d(i) \) using the inference rules below. Each step adds a pair in \( \text{det}(A) \) not in \( d(i) \).

\begin{enumerate}
\item \( (P_1, f_1), \ldots, (P_n, f_n) \in d(i) \)
\[ d(i + 1) = d(i) \cup \{ (P_1, f_1), \ldots, (P_n, f_n) \} \]
\item \( P \subseteq Q \quad \Sigma_{f,d(i)}^2 \cap L(G_{f,d(i)}(P)) \neq \emptyset \)
\[ d(i + 1) = d(i) \cup \{ (P, f) \} \]
\item \( P \subseteq Q \quad \mathbb{N}^{(1)} \cap S_{f,d(i)}(P) \neq \emptyset \)
\[ d(i + 1) = d(i) \cup \{ (P, f) \} \]
\end{enumerate}

In the first rule, we non-deterministically choose elements \( (P_1, f_1), \ldots, (P_n, f_n) \) from \( d(i) \). These elements need not be distinct. In the second and third rules, we write \( \Sigma_{f,d(i)}^2 \) for the strings over \( \Sigma_{f,d(i)} \) containing at least two letters, and \( \mathbb{N}^{(1)} \) for vectors over natural numbers whose elements sum up to at least 2. We use the disjoint union operator \( \cup \) to denote that the newly added elements must be distinct from the other elements in \( d(i) \). It is relatively straightforward to show that by starting with \( d(0) \) and applying the rules for each operator until completion, we eventually have \( \text{det}(A) \). The proof is in our extended technical report \cite{14}.
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Theorem 2. Let \( A = (\mathcal{E}, Q, \phi, \Delta) \) be a regular PTA with \( \mathcal{E} = (F, E) \) containing only associativity and commutativity axioms (\( \Lambda \cup C \)-theory). Every chain \( d(0), d(1), \ldots \) obtained by applying the rules (1)–(3) until completion satisfies the following properties:

- the length \( k \) of the chain is \( |\det(A)| \), and
- \( d(k) = \det(A) \).

The undecidability of regular PTA with associative symbols crops up in testing the emptiness of \( \Sigma_{f,d(i)}^{2+} \cap \mathcal{L}(G_{f,d(i)}(P)) \). The focus of the next section concerns how to solve this emptiness constraint. It is worth observing that this subset construction based approach can be generalized for the monotone case as well, but in this case, the grammar \( G_{f,d(i)} \) must be made context-sensitive with an additional rule \( \alpha \beta := \gamma \delta \) for each monotone rule \( f(\gamma, \delta) \rightarrow f(\alpha, \beta) \in \Delta \).

5 Solving Language Equations for Associativity

Since at present the emptiness testing with monotone rules for associative symbols is beyond the goal of our project, we have developed an approach that is likely to work well in practice for the regular case with associative symbols. Our approach rests on an interactive semi-algorithm for each associative symbol \( f \in F_A \) which has access to the mapping \( d(i) \) as it is being generated and performs two actions simultaneously: (1) recursively enumerates pairs \( (P, f) \) not in \( d(i) \) for which \( \Sigma_{f,d(i)}^{2+} \cap \mathcal{L}(G_{f,d(i)}(P)) \) is non-empty; and (2) applies machine learning techniques to attempt construction of a family \( \{ M_\alpha \}_{\alpha \in Q} \) of deterministic finite automata for which \( \mathcal{L}(M_\alpha) = \mathcal{L}(G_{f,\det(A)}(\alpha)) \) for all \( \alpha \in Q \). If the first action succeeds, the semi-algorithm constructs the next \( d(i + 1) \) from \( d(i) \). If the second action succeeds, we can decide for each subset of \( P \) states, the condition \( \Sigma_{f,d(i)}^{2+} \cap \mathcal{L}(G_{f,\det(A)}(P)) = \emptyset \) in the rule (2). We then can either obtain \( d(i + 1) \) or prove that the conditional rule for \( f \) can no longer be applied.

A naïve approach to the first action is quite simple. We recursively enumerate the strings in \( \Sigma_{f,d(i)}^{2+} \) in order of increasing length to form the infinite sequence \( w_1, w_2, \ldots \), and parse each string \( w_i \) to get the complete set of states \( P_i = \{ \alpha \in Q \mid w \in \mathcal{L}(G_{f,d(i)}(\alpha)) \} \). If \( (P_i, f) \notin d(i) \), then let \( d(i + 1) = \{ (P_i, f) \} \cup d(i) \). Handling the second action is more complicated. First, observe that we can enumerate the set of finite automata in order of increasing length. Because recursively enumerable sets are closed under finite products, we can even enumerate finite families of automata \( \{ M_\alpha \}_{\alpha \in Q} \). The difficult part then lies in checking whether \( \mathcal{L}(M_\alpha) = \mathcal{L}(G_{f,\det(A)}(\alpha)) \) for all \( \alpha \in Q \). It is well known that given a single finite automaton \( M \) and context-free grammar \( G \), it is undecidable whether \( \mathcal{L}(M) = \mathcal{L}(G) \) [16, Theorem 8.12(3)]. However, this result is just for a single automaton, and does not imply the undecidability of our problem. In fact, given a context-free grammar \( G = (\Sigma, Q, \alpha_0, R) \) in Chomsky normal form, and a family of automata \( \{ M_\alpha \}_{\alpha \in Q} \), the question whether \( \mathcal{L}(M_\alpha) = \mathcal{L}(G(\alpha)) \) for all \( \alpha \in Q \) is decidable.
The decidability of this problem is a direct consequence of Theorem 2.3 in [3]. Before explaining that result, however, it is necessary to shift our perspective of context-free grammars from viewing them as collections of production rules to viewing them as systems of language equations.

**Definition 3.** Let $G = (\Sigma, Q, \alpha_0, R)$ be a context-free grammar. The system of equations generated by $G$ is the family of equations \( \{ \alpha = P_\alpha \}_{\alpha \in Q} \) in which for each non-terminal $\alpha \in Q$, $P_\alpha$ is the formula $P_\alpha = w_1 | \cdots | w_n$ where $\alpha = w_1, \ldots, \alpha = w_n$ are the production rules in $R$ whose left-hand side equals $\alpha$.

Given a system of equations with non-terminals $Q$ and terminals $\Sigma$, a substitution is a mapping $\theta : Q \to P(\Sigma^*)$ associating each state $\alpha \in Q$ to a language $\theta(\alpha) \subseteq \Sigma^*$. A substitution $\theta$ can be applied to a language formula $P$, yielding a language $P\theta \subseteq \Sigma^*$ which is defined using the axioms:

\[
P\theta = \begin{cases} 
\{ a \} & \text{if } P = a \text{ for some } a \in \Sigma, \\
\theta(\alpha) & \text{if } P = \alpha \text{ for some } \alpha \in Q, \\
S\theta \cup T\theta & \text{if } P = (S | T), \\
\{ st \mid s \in S\theta \land t \in T\theta \} & \text{if } P = (S . T).
\end{cases}
\]

We may assume associativity of $|$ and $.$ in the above definition. Here $S . T$ denotes the concatenation of $S$ and $T$. A substitution $\theta : Q \to P(\Sigma^*)$ is a solution to the system of equations \( \{ \alpha = P_\alpha \}_{\alpha \in Q} \) if and only if $\theta(\alpha) = P_\alpha \theta$ for all $\alpha \in Q$. It is known that each system of equations generated by $G$ has a least solution, namely $\theta_L : \alpha \mapsto \mathcal{L}(G(\alpha))$, and $\theta_L(\alpha) \subseteq \psi(\alpha)$ for all solutions $\psi : Q \to P(\Sigma^*)$ and $\alpha \in Q$. For grammars in Chomsky normal form, we can use the following theorem to help check whether an arbitrary solution is the least solution. Note that this is an easy consequence of Theorem 2.3 in [3].

**Theorem 3.** If $G$ is a context-free grammar in Chomsky normal form, there is a unique solution $\theta$ to the system of equations generated by $G$ in which $\epsilon \notin \theta(\alpha)$ for any $\alpha \in Q$. \hfill \Box

In the theorem $\epsilon$ denotes the empty string. The solution $\theta$ in the previous theorem is the least solution, since $G$ does not contain a production rule of the form $\alpha := \beta$, and so $\epsilon \notin \mathcal{L}(G(\alpha))$ for any $\alpha \in Q$.

Given a context-free grammar in Chomsky normal form $G$ and a family of finite automata \( \{ M_\alpha \}_{\alpha \in Q} \), we can use Theorem 3 to check whether $\mathcal{L}(M_\alpha) = \mathcal{L}(G(\alpha))$ for all $\alpha \in Q$.

**Theorem 4.** Let $G$ be a context-free grammar in Chomsky normal form with non-terminals $Q$. If $\mathcal{L}(G(\alpha))$ is regular for all $\alpha \in Q$, there is a constructable set of finite automata $\{ M_\alpha \}_{\alpha \in Q}$ for which $\mathcal{L}(M_\alpha) = \mathcal{L}(G(\alpha))$.

**Proof.** We recursively enumerate the families of finite automata $\{ M_\alpha \}_{\alpha \in Q}$ and check if $\mathcal{L}(M_\alpha) = \mathcal{L}(G(\alpha))$ for each $\alpha \in Q$. If we let $\psi : Q \to P(\Sigma^*)$ be the substitution $\alpha \mapsto \mathcal{L}(M_\alpha)$, then the problem of checking whether $\mathcal{L}(M_\alpha) = \mathcal{L}(G(\alpha))$ for all $\alpha \in Q$ reduces to deciding whether $\psi$ is the unique solution satisfying Theorem 3. For each equation $\alpha = P_\alpha$, we can construct the automaton
\[ \mathcal{M}_P \text{ with } \mathcal{L}(\mathcal{M}_P) = P_\alpha \psi \text{ due to the effective closure of regular languages under union and concatenation. Moreover, one can check whether } \mathcal{L}(\mathcal{M}_\alpha) = \mathcal{L}(\mathcal{M}_P) \text{ for each } \alpha \in Q \text{ using the standard approaches for testing the equivalence of finite automata. So clearly we can check whether } \psi \text{ is a solution. But it is also trivial to check whether } \epsilon \notin \mathcal{L}(\mathcal{M}_\alpha) \text{ for each } \alpha \in Q. \] Thus it is decidable whether } \psi \text{ satisfies the conditions in Theorem 3. If it does then } \psi(\alpha) \text{ must equal } \mathcal{L}(G(\alpha)) \text{ for each } \alpha \in Q. \]

The key problem discussed in the section is determining whether the language } \mathcal{L}(G(\alpha)) \text{ is regular for each non-terminal } \alpha \in Q. \text{ One would expect this problem to be undecidable. Surprisingly, despite searching several texts, we could not find a decidability result for this problem. If } \mathcal{L}(G(\alpha)) \text{ is regular for each non-terminal } \alpha, \text{ Theorem 4 shows that we can always show that by generating an equivalent family of finite automata. The other case is not so clear. Undecidability results for context-free languages such as Greibach’s theorem [16, Sec. 8.7] do not apply since they concern single context-free languages and this property concerns every non-terminal in a grammar. Theorem 4’s result itself relied heavily upon the assumption that every non-terminal generates a regular language. The same approach does not work to construct a finite automata corresponding to a single non-terminal in } G \text{ due to the undecidability of the equivalence problem for context-free grammars and regular languages.}

6 Angluin’s Algorithm

Though technically sound, if one were to implement the semi-algorithm using the naive approach outlined above, the efficiency would likely be less than desired. Enumerating finite automata in order of increasing size takes exponential time relative to the size of the automaton. Each family of finite automata would need to be checked for equivalence, and this also takes exponential time. Unfortunately, we don’t see a way to improve the exponential time required to check equivalence, but by applying techniques from learning theory, we decrease the number of equivalence queries we make so that if the algorithm eventually succeeds, we will have only required a polynomial number of queries relative to the size of the accepting family of automata eventually found.

A well-known algorithm in machine learning is Angluin’s algorithm [1] for learning regular languages with oracles. For an arbitrary language } L, \text{ this algorithm attempts to construct a finite automaton } \mathcal{M} \text{ such that } \mathcal{L}(\mathcal{M}) = L \text{ by asking questions to two oracles: a membership oracle that answers whether a string } u \in \Sigma^* \text{ is in } L; \text{ an equivalence oracle that answers whether } \mathcal{L}(\mathcal{M}) = L \text{ and if not, provides a counterexample string } u \in \Sigma^* \text{ in the symmetric difference of } L \text{ and } \mathcal{L}(\mathcal{M}), \text{ i.e. } u \in L \oplus \mathcal{L}(\mathcal{M}) \text{ with } L \oplus \mathcal{L}(\mathcal{M}) = (L - \mathcal{L}(\mathcal{M})) \cup (\mathcal{L}(\mathcal{M}) - L). \text{ Angluin’s algorithm will terminate only if } L \text{ is regular. However, given the appropriate oracles, one can attempt to apply it with any language, even languages not known to be regular. Due to space limitation of the paper, we roughly sketch below how Angluin’s algorithm works. Readers are recommended to consult [18] for further details.
First we recall the definition of Nerode’s right congruence: given a language $L \subseteq \Sigma^*$, the equivalence relation $\sim_L$ over $\Sigma^*$ is the relation such that for $u, v \in \Sigma^*$, $u \sim_L v$ if and only if for all $w \in \Sigma^*$, $uw \in L \iff vw \in L$. It is known that a language $L$ is regular if and only if the number of equivalence classes $|\Sigma^*/\sim_L|$ is finite. Angluin’s algorithm maintains a data structure that stores two constructs: (1) a finite set $S \subseteq \Sigma^*$ of strings, each belonging to a distinct equivalence class in $\Sigma^*/\sim_L$, and (2) a finite set $D \subseteq \Sigma^*$ of distinguishing strings which in conjunction with the membership oracle, allows the algorithm to classify an arbitrary string into one of the known equivalence classes.

Initially, $S = \{ \epsilon \}$ and $D = \emptyset$. Using the membership oracle in conjunction with $S$ and $D$, the algorithm constructs a deterministic finite automaton $M$ such that $L(M) = L$ when $S = \Sigma^*/\sim_L$. The algorithm then queries the equivalence oracle which either succeeds and we are done, or returns a counterexample which can be analyzed to reveal at least one additional equivalence class representative in $\Sigma^*/\sim_L$ that is not in $S$. If $L$ is regular, eventually the algorithm will learn all of the equivalence classes in $\Sigma^*/\sim_L$. If $L$ is not regular, $\Sigma^*/\sim_L$ must be infinite and so the algorithm will not terminate.

Given a finite family of regular languages $\{ L_\alpha \}_{\alpha \in Q}$, Angluin’s algorithm can be easily generalized to simultaneously learn a finite family of automata $\{ M_\alpha \}_{\alpha \in Q}$ such that $L(M_\alpha) = L_\alpha$ for all $\alpha \in Q$. In this version, there must be a membership oracle for each language $L_\alpha$, and an equivalence oracle which given a family $\{ M_\alpha \}_{\alpha \in Q}$, returns true if $L_\alpha = L(M_\alpha)$ for all $\alpha \in Q$, or a pair $(\alpha, u)$ where $\alpha \in Q$, and $u$ is a counterexample in $L_\alpha \oplus L(M_\alpha)$. The generalized algorithm will terminate when $L_\alpha$ is regular for each $\alpha \in Q$.

In the context of this paper, we use Angluin’s algorithm in conjunction with the flattened grammar $G_{f,d(i)}$ with terminals $\Sigma_{f,d(i)}$ and non-terminals $Q$. The algorithm attempts to construct a family of finite automata $M = \{ M_\alpha \}_{\alpha \in Q}$ for which $L(M_\alpha) = L(G_{f,d(i)}(\alpha))$. If the process succeeds, we can easily determine whether $\Sigma^+ \cap L(G_{f,d(i)}(\alpha)) = \emptyset$ for each pair $(P, f) \notin d(i)$ using standard techniques for finite automata. If we discover that $\Sigma^+ \cap L(G_{f,d(i)}(\alpha)) \neq \emptyset$, we set $d(i + 1) = d(i) \cup \{ (P, f) \}$ and repeat the process for $d(i + 1)$.

To apply Angluin’s algorithm, we need to provide the membership and equivalence oracles needed for a context-free grammar $G$ with non-terminals $Q$ and terminals $\Sigma$. The membership oracle for each non-terminal $\alpha \in Q$ is implemented by a context-free language parser that parses a string $u \in \Sigma^*$ and returns true if $u \in L(G(\alpha))$. Given the family $\{ M_\alpha \}_{\alpha \in Q}$, our equivalence oracle forms the mapping $\theta : \alpha \mapsto L(M_\alpha)$ and checks if it is the solution to the equations generated by $G$ satisfying Theorem 3. If $\theta$ is not the solution, the equivalence oracle must analyze the mapping to return a counterexample. The algorithm we use is presented in Fig. 1. Correctness of the oracle is shown in the following theorem:

**Theorem 5.** Given a family of context-free grammars $\{ G(\alpha) \}_{\alpha \in Q}$ in Chomsky normal form with non-terminals $Q$ and terminals $\Sigma$, and a family $\{ M_\alpha \}_{\alpha \in Q}$ of finite automata over $\Sigma$, the algorithm check_equiv in Fig. 1

- returns true if $L(G(\alpha)) = L(M_\alpha)$ for all $\alpha \in Q$; and otherwise,
- returns a pair $(\beta, w)$ such that $w \in L(G(\beta)) \oplus L(M_\beta)$.
Procedure: check_equiv

**Input** \( G((-)) = (\Sigma, Q, \_\_ \_ , P) \) : a context-free grammar
\( \{ M_\alpha \}_{\alpha \in Q} \) : a family of finite automata over \( \Sigma \)

**Output** true or \((\alpha, u)\) for some \(\alpha \in Q\) and \(u \in \Sigma^*\)

let \( \theta \) be the substitution \( \alpha \mapsto L(M_\alpha) \);
for each \(\alpha \in Q\) do
  if \( \epsilon \in L(M_\alpha) \) then return \((\alpha, \epsilon)\);
  if \( L(M_\alpha) \neq P_\alpha \theta \) then
    choose \( u \in L(M_\alpha) \oplus P_\alpha \theta \)
    if \( u \in L(M_\alpha) \oplus L(G(\alpha)) \) then return \((\alpha, u)\)
    else
      for each \(\alpha := \beta \gamma \in P\) and \( u = st \) do
        if \( s \in L(M_\beta) \oplus L(G(\beta)) \) then return \((\beta, s)\);
        if \( t \in L(M_\gamma) \oplus L(G(\gamma)) \) then return \((\gamma, t)\)
      od;
  od;
return true

*Fig. 1.* Checking language equivalence

**Proof sketch.** Termination of this procedure is straightforward, and it is easy to verify that when a pair is returned at a return statement, it is indeed a counterexample. The non-trivial part of this theorem is that if the outer loop terminates without returning a counterexample, check_equiv returns true and \( L(G(\alpha)) = L(M_\alpha) \) is guaranteed. We obtain this property by showing that if \( L(M_\alpha) \neq L(G(\alpha)) \) for some \(\alpha \in Q\) and the outer loop is executed, the body of the loop is guaranteed to return a pair.

When equipped with context-free language parsers as membership oracles and check_equiv as an equivalence oracle, Angluin’s algorithm accomplishes the same goal as the simple enumeration-based algorithm used to prove Theorem 4. However, this approach reduces the complexity from double to single exponential time. In searching for a solution, the enumeration algorithm used in Theorem 4 checks equivalence of every family of finite automata in order of increasing size. The total number of equivalence checks will be exponential relative to the size of the final output. Since each equivalence check itself takes exponential time, the enumeration algorithm takes double exponential time relative to the size of the final output. In contrast, Angluin’s algorithm makes a number of oracle queries that is polynomial [1] to the size of the final output. The equivalence oracle itself takes exponential time, and so the total time of the new algorithm is a single exponential relative to the size of the final output.
7 Concluding Remarks

The tree automata techniques developed in this paper are not only for theoretical use. The emptiness checking procedure explained in the previous two sections has been implemented in the CETA library [15]. This software provides the function for emptiness checking with not only associativity and commutativity axioms, but identity axioms as well. The identity axiom for a function symbol \( f \) with a unit symbol \( c \) is the equations of the forms \( f(c, x) = x \) and \( f(x, c) = x \). In CETA, identity axioms in a propositional tree automaton are converted into the rewrite rules \( f(c, x) \rightarrow x \) and \( f(x, c) \rightarrow x \) in conjunction with a specialized Knuth-Bendix style completion procedure modulo associativity and commutativity that preserves the set of reachable states for each term.

Though still a prototype, CETA has been integrated to work with the reachability analysis tool ACTAS [23], as well as the next generation sufficient completeness tool for Maude. In future project we plan to apply the new ACTAS for the tree automata based verification of infinite state systems including network protocols. In the Maude sufficient completeness tool, we use CETA by posing the sufficient completeness problem of an equational specification as a PTA emptiness problem. Sufficient completeness is a property of equational specifications that guarantees that enough equations have been specified so that defined operations are fully specified on all relevant data. We already experienced that CETA is useful in this context, as it allowed the checker to find a subtle bug in Maude involving lists formed from an associative operator, and also to verify the correctness of the bug-fix by proving that the language accepted by the corresponding tree automaton is empty, where the automaton often contains a theory with associativity.
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A Proofs

In this section we suppose $A = (E, Q, \phi, \Delta)$ to be a PTA with $E = (F, E)$ containing only associativity and commutativity axioms. Before proving Theorem 2, we need to introduce a number of lemmata, related to free, associative, and associative and commutative symbols.

A.1 Free Symbols

It is straightforward to show by induction on proof structures, the following lemma about terms whose root is a free symbol:

**Lemma 5.** Given terms $f(t_1, \ldots, t_n), u \in T(F \cup Q)$, if $f$ is a free symbol and $f(t_1, \ldots, t_n) =_E u$ then $u$ must have the form $f(u_1, \ldots, u_n)$ where $t_i =_E u_i$ for all $i \leq n$. □

This lemma then leads to the following:

**Lemma 6.** Given terms $f(t_1, \ldots, t_n), u \in T(F \cup Q)$, if $f$ is a free symbol and $f(t_1, \ldots, t_n) \rightarrow^* u$ then either: (1) $u$ is a state in $Q$ or (2) it has the form $f(u_1, \ldots, u_n)$ where $t_i \rightarrow^*_A u_i$ for all $i \leq n$.

**Proof.** If $f(t_1, \ldots, t_n) \rightarrow^*_A u$, then there is a chain with the form

$$f(t_1, \ldots, t_n) =_E C_1[t_1] \rightarrow_A C_1[\alpha_1] =_E C_2[t_2] \rightarrow_A \cdots \rightarrow_A C_n[\alpha_n] =_E u.$$

Our proof is by induction on this chain. In the base case, $f(t_1, \ldots, t_n) =_E u$. By Lemma 5, $u$ must have a form satisfying (2).

In the inductive case, there is a context $C$ and rule $f(\alpha_1, \ldots, \alpha_n) \rightarrow \alpha \in \Delta$ such that $f(t_1, \ldots, t_n) =_E C[f(\alpha_1, \ldots, \alpha_n)]$ and $C[\alpha] \rightarrow^*_A u$. If the context $C$ is the empty context $\Box$, then $C[\alpha] = \alpha$. Since no rule in $\Delta$ or equation in $E$ can apply to $\alpha$, it follows that $u = \alpha$. Otherwise, $C$ is not the empty context. It follows by Lemma 5 that $\text{root}(C[t]) = f$. It also follows that $C[\alpha]$ must have the form $f(v_1, \ldots, v_n)$ with $t_i =_E v_i$ or $t_i \rightarrow^*_A v_i$ for all $i \leq n$. Together this implies that the conditions of our lemma are satisfied for $C[\alpha]$ so by induction $u$ has one of the required forms. □

**Lemma 7.** Given a term $f(t_1, \ldots, t_n) \in T(F)$ where $f \in F$ a free symbol, If we let $P_i = \text{reach}_A(t_i)$ for all $i \leq n$, then

$$\text{reach}_A(f(t_1, \ldots, t_n)) = \text{reach}_A(f(P_1, \ldots, P_n)).$$
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Proof. If \( q \in \text{reach}_A(f(t_1, \ldots, t_n)) \), then \( f(t_1, \ldots, t_n) \rightarrow_A^* q \). As \( f(t_1, \ldots, t_n) \neq \varepsilon \), there must be a term \( u \in T(F) \) where \( f(t_1, \ldots, t_n) \rightarrow_A^* u \rightarrow_A q \). By Lemma 6, \( u \) must have the form \( f(u_1, \ldots, u_m) \) where \( t_i \rightarrow_A^* u_i \) for all \( i \leq n \). Since \( u \) must also match the left-hand side of a rule at the right position, then there must be a rule of the form \( f(p_1, \ldots, p_n) \rightarrow q \) where \( u = f(p_1, \ldots, p_n) \) and \( t_i \rightarrow_A^* p_i \) for all \( i \leq n \). But this implies that \( q \in \text{reach}_A(f(P_1, \ldots, P_n)) \). Thus \( q \in \text{reach}_A(f(t_1, \ldots, t_n)) \) implies \( q \in \text{reach}_A(f(P_1, \ldots, P_n)) \), i.e.

\[
\text{reach}_A(f(t_1, \ldots, t_n)) \subseteq \text{reach}_A(f(P_1, \ldots, P_n)).
\]

On the other hand, as \( P_i = \text{reach}_A(t_i) \), \( t_i \rightarrow_A^* p_i \) for each \( p_i \in P_i \) and \( i \leq n \). If \( f(p_1, \ldots, p_n) \rightarrow q \in \Delta \), then \( f(t_1, \ldots, t_n) \rightarrow_A^* q \). So

\[
\text{reach}_A(f(P_1, \ldots, P_n)) \subseteq \text{reach}_A(f(t_1, \ldots, t_n)).
\]

\[\square\]

A.2 Associative Symbols

We now turn our attention to proving several lemmata dealing with associative symbols. In the subsection, let \( d(i) \) be a subset of \( \mathcal{P}(Q) \times F \), and let \( f \) be an associative symbol. We first define contexts that are considered maximal relative to a given set of terms.

**Definition 4.** Given terms \( t_1, \ldots, t_n \in T(F) \), a context \( C \) with \( n \)-holes is called a maximal \( f \)-context for the term \( C[t_1, \ldots, t_n] \) when \( C \in T(\{f, \Box_1, \ldots, \Box_2\}) \) and \( \text{root}(t_i) \neq f \) for all \( i \leq n \).

First, the following lemma is an easy consequence of the fact that the only has axiom in \( \varepsilon \) involving \( f \) is a single associativity axiom.

**Lemma 8.** Given terms \( C[t_1, \ldots, t_n], u \in T(F) \) with \( n \geq 2 \) and \( C \) a maximal \( f \)-context, if \( \text{root}(u) \) and \( \text{root}(t_i) \neq f \) for all \( i \leq n \), then either \( u \) is a state in \( Q \) or \( u \) has the form \( f(u_1, u_2) \). For some index \( i < n \), there are contexts \( C_1, C_2 \) such that \( C_1[t_1, \ldots, t_i] \rightarrow_A^* u_1 \) and \( C_2[t_{i+1}, \ldots, t_n] \rightarrow_A^* u_2 \).

**Lemma 9.** Let \( t_1, \ldots, t_n \) be terms in \( T(F) \) such that (\( \text{root}(t_j) \), \( \text{root}(t_j) \)) \( \in \) \( d(i) \) and \( \text{root}(t_j) \neq f \) for all \( j \leq n \). For each state \( \alpha \in Q \), if \( C[t_1, \ldots, t_n] \rightarrow_A^* \alpha \) for a maximal \( f \)-context \( C \), then \( \alpha := \text{reach}_A(t_1) \ldots \text{reach}_A(t_n) \).

**Proof.** We prove this by induction on \( n \). In the base case, \( n = 1 \) and so the context \( C = \Box \). Thus \( C[t_1, \ldots, t_n] = t_1 \). By the definition of \( G_{f,d(i)} \), since \( (\text{root}(t_1), \text{reach}_A(t_1)) \) \( \in \) \( d(i) \) and \( \text{root}(t_1) \neq f \), there is a production rule \( \alpha := \) \( \text{reach}_A(t_1) \) in \( G_{f,d(i)} \). Thus \( \alpha := \text{reach}_A(t_1) \).

In the inductive case, \( n \geq 2 \) and so \( C \) is non empty. So if \( C[t_1, \ldots, t_n] \rightarrow_A^* u \), there must be a final rewrite step

\[
C[t_1, \ldots, t_n] \rightarrow_A^* f(\beta, \gamma) \rightarrow_A \alpha
\]
where \( f(\beta, \gamma) \to \alpha \) is a rule in \( \mathcal{A} \). By Lemma 8, it follows that for some \( j < n \), there are contexts \( C_1, C_2 \) such that \( C_1[t_1, \ldots, t_j] \to^*_{\mathcal{A}} \beta \) and \( C_2[t_{j+1}, \ldots, t_n] \to^*_{\mathcal{A}} \gamma \). By induction

\[
\beta := G_{f,d(i)} \text{reach}_\mathcal{A}(t_1), \ldots, \text{reach}_\mathcal{A}(t_j), \text{ and }
\gamma := G_{f,d(i)} \text{reach}_\mathcal{A}(t_{j+1}), \ldots, \text{reach}_\mathcal{A}(t_n).
\]

Thus by the definition of \( G_{f,d(i)} \), \( \alpha := G_{f,d(i)} \text{reach}_\mathcal{A}(t_1) \ldots \text{reach}_\mathcal{A}(t_n) \).

Lemma 10. Let \( t_1, \ldots, t_n \) be terms in \( T(F) \) such that \((\text{root}(t_j), \text{reach}_\mathcal{A}(t_j)) \in d(i) \) and \( \text{root}(t_j) \neq f \) for all \( j \leq n \). For each state \( \alpha \in Q_i \), if \( \alpha := G_{f,d(i)} \text{reach}_\mathcal{A}(t_1), \ldots, \text{reach}_\mathcal{A}(t_n) \), then \( C[t_1, \ldots, t_n] \to^*_{\mathcal{A}} \alpha \) for each maximal \( f \)-context \( C \).

Proof. We prove this by induction on \( n \). In the base case, \( n = 1 \), and so \( C[t_1, \ldots, t_n] = t_1 \). From the definition of \( G_{f,d(i)} \), \( \alpha \in \text{reach}_\mathcal{A}(t_1) \). Thus by the definition of \( \text{reach}_\mathcal{A} \), \( t_1 \to^*_{\mathcal{A}} \alpha \).

In the inductive case, \( n \geq 2 \) and so \( C \) is non empty. Since \( \alpha := G_{f,d(i)} \text{reach}_\mathcal{A}(t_1) \ldots \text{reach}_\mathcal{A}(t_n) \), there must be a production rule \( \alpha := \beta \gamma \) in \( G_{f,d(i)} \) such that for some \( j < n \),

\[
\beta := G_{f,d(i)} \text{reach}_\mathcal{A}(t_1), \ldots, \text{reach}_\mathcal{A}(t_j), \text{ and }
\gamma := G_{f,d(i)} \text{reach}_\mathcal{A}(t_{j+1}), \ldots, \text{reach}_\mathcal{A}(t_n).
\]

By induction for contexts \( C_1, C_2 \),

\[
C_1[t_1, \ldots, t_j] \to^*_{\mathcal{A}} \beta \text{ and } C_2[t_{j+1}, \ldots, t_n] \to^*_{\mathcal{A}} \gamma.
\]

Since \( \alpha := \beta \gamma \) is in \( G_{f,d(i)} \), there must be a rule \( f(\beta, \gamma) \to \alpha \) in \( \mathcal{A} \). Thus,

\[
C[t_1, \ldots, t_n] = \varepsilon f(C_1[t_1, \ldots, t_j], C_2[t_{j+1}, \ldots, t_n]) \to^*_{\mathcal{A}} \alpha.
\]

The following corollary is immediate from the definitions of \( \text{reach}_\mathcal{A} \) and \( \mathcal{L}(G_{f,d(i)}(P)) \) using Lemmata 9 and 10.

Corollary 1. Let \( t_1, \ldots, t_n \) be terms in \( T(F) \) such that \((\text{root}(t_j), \text{reach}_\mathcal{A}(t_j)) \in d(i) \) and \( \text{root}(t_j) \neq f \) for all \( j \leq n \). For each set \( P \subseteq Q \),

\[
\text{reach}_\mathcal{A}(C[t_1, \ldots, t_n]) = P \iff (\text{reach}_\mathcal{A}(t_1), \ldots, \text{reach}_\mathcal{A}(t_n)) \in \mathcal{L}(G_{f,d(i)}(P)).
\]

\[ \square \]

A.3 Associative and Commutative Symbols

We now turn our attention to proving several lemmata dealing with associative and commutative symbols. In the subsection, let \( d(i) \) be a subset of \( P(Q) \times F \), let \( f \) be an associative and commutative symbol, and let \( C[t_1, \ldots, t_n] \in T(F) \) be a term such that \( n \geq 1 \), \( \text{root}(t_i) \neq f \) for all \( i \leq n \), and \( C \in T\{f, \Box_1, \ldots, \Box_n\} \) is a context only containing the AC symbol \( f \) with \( n \) holes. We begin with two definitions related to removing the equations from a tree automaton.
Definition 5. Given a PTA $A = (E, Q, \phi, \Delta)$ with an associative and commutative symbol $f \in F_L \cap F_C$, let $A_{f,A}$ denote the PTA formed from $A$ by removing the commutativity axiom $f(x, y) = f(y, x)$ from the equational theory used in $A$, i.e., $A_{f,A} = (E_{f,A}, Q, \phi, \Delta)$ where $E_{f,A} = (F, E - \{ f(x, y) = f(y, x) \})$. 

Definition 6. Given a PTA $A = (E, Q, \phi, \Delta)$, let $A_{\emptyset}$ denote the PTA formed by removing all equations from $E$, i.e., $A_{\emptyset} = (E_{\emptyset}, Q, \phi, \Delta)$ where $E_{\emptyset} = (F, \emptyset)$. 

We first note the following observation that is an obvious consequence of Lemma 2 in [25] since associativity and commutativity equations are linear.

Lemma 11. For each term $t \in T(F)$ and state $\alpha \in Q$, if $t \rightarrow^*_{A} \alpha$, then there is a term $u \in T(F)$ such that $t = \varepsilon u$ and $u \rightarrow^*_{A} \alpha$. 

We next note the following lemma which is an easy consequence of the fact that $f$ is associative and commutative.

Lemma 12. If $C[t_1, \ldots, t_n] = \varepsilon u$, then $u$ must be of the form $C'[u_1, \ldots, u_n]$ with $C'$ a maximal context containing the AC symbol $f$ and $n$ holes and $u_i = \varepsilon t_{\pi(i)}$ for each $i$ where $\pi : [1, n] \rightarrow [1, n]$ is a permutation. 

Now we are able to prove the main technical result of this subsection. This is the AC counterpart to Lemma 9 and Lemma 10 in the previous subsection.

Lemma 13. For each state $\alpha \in Q$, 

$$C[t_1, \ldots, t_n] \rightarrow^*_{A} \alpha \iff \#(reach_A(t_1), \ldots, reach_A(t_n)) \in S(G_{f,d(i)}(\alpha)).$$

Proof. If $C[t_1, \ldots, t_n] \rightarrow^*_{A} \alpha$, then by Lemma 11, there is a term $u \in T(F)$ such that $C[t_1, \ldots, t_n] = \varepsilon u$ and $u \rightarrow^*_{A} \alpha$. By Lemma 12, $u$ must have the form $C'[u_1, \ldots, u_n]$ where $u_i = \varepsilon t_{\pi(i)}$ for some permutation $\pi : [1, n] \rightarrow [1, n]$. Since $u \rightarrow^*_{A} \alpha$, clearly $C'[u_1, u_n] \rightarrow^*_{A_{f,A}} \alpha$. Thus by Lemma 9, 

$$\alpha := G_{f,d(i)}(\varepsilon) reach_{A_{f,A}}(u_1) \ldots reach_{A_{f,A}}(u_n).$$

As $reach_{A_{f,A}}(u_i) \subseteq reach_A(t_{\pi(i)})$ for all $i \leq n$, 

$$\alpha := G_{f,d(i)}(\varepsilon) reach_A(t_{\pi(1)}) \ldots reach_A(t_{\pi(n)}).$$

It then follows that $reach_A(t_1) \ldots reach_A(t_n) \in S(G_{f,d(i)}(\alpha))$. 

On the other hand, if $\#(reach_A(t_1), \ldots, reach_A(t_n)) \in S(G_{f,d(i)}(\alpha))$, then there must be a permutation $\pi : [1, n] \rightarrow [1, n]$ such that 

$$\alpha := G_{f,d(i)}(\varepsilon) reach_A(t_{\pi(1)}) \ldots reach_A(t_{\pi(n)}).$$

It then follows by Lemma 10 that $C[t_{\pi(1)}, \ldots, t_{\pi(n)}] \rightarrow^*_{A_{f,A}} \alpha$ as $C[t_1, \ldots, t_n] = \varepsilon C[t_{\pi(1)}, \ldots, t_{\pi(n)}]$ and $\rightarrow^*_{A_{f,A}} \subseteq \rightarrow^*_{A}$, $C[t_1, \ldots, t_n] \rightarrow^*_{A} \alpha$. 

The following corollary is immediate from the definitions of $reach_A$ and $S(G_{f,d(i)}(P))$ using Lemma 13.

Corollary 2. For each set $P \subseteq Q$, 

$$reach_A(C[t_1, \ldots, t_n]) = P \iff \#(reach_A(t_1), \ldots, reach_A(t_n)) \in S(G_{f,d(i)}(P)).$$
A.4 Putting It Together

Now that we have proven most of the preliminary results, we are ready to begin addressing Theorem 2. This theorem is most easily seen as the consequence of a couple results. First, it helps to make the following fairly obvious observations:

**Lemma 14.** Let \( d(i) \subseteq \text{det}(A) \). For each pair \( (P, f) \in d(i) \), there is a term \( t \) such that \( \text{root}(t) = f \) and \( \text{reach}_A(t) = P \).

**Proof.** By the assumption that \( d(i) \subseteq \text{det}(A) \) and the definition of \( \text{det}(A) \). \( \square \)

**Lemma 15.** Given an symbol \( f \in F \), and a set \( d(i) \subseteq \text{det}(A) \), if \( u \) is a string in \( \Sigma_f^{d(i)} \) with length \( n \), then there are terms \( t_1, \ldots, t_n \in T(F) \) where \( u = \text{reach}_A(t_1), \ldots, \text{reach}_A(t_n) \) and \( \text{root}(t_i) \neq f \) for all \( i \leq n \).

**Proof.** Let \( u = P_1 \ldots P_n \). By the definition of \( \Sigma_f^{d(j)} \), there must be a function symbol \( g_j \neq f \) for each \( j \leq n \) such that \( (P_j, g_j) \in d(i) \). As \( d(i) \subseteq \text{det}(A) \), there must be terms \( t_1, \ldots, t_n \in T(F) \) such that \( \text{reach}_A(t_j) = P_j \) and \( \text{root}(t_j) = g_j \) for each \( i \leq n \). \( \square \)

We now are ready to begin proving the key two lemmata required to show Theorem 2.

**Lemma 16.** If \( d(i) \subseteq \text{det}(A) \), and \( d(i + 1) \) is obtained by applying one of the rules (1) – (3) to \( d(i) \), then \( d(i + 1) \subseteq \text{det}(A) \).

**Proof.** We prove this by considering separately each of the possible rules (1) – (3) that may be used to form \( d(i + 1) \).

First we consider the case where rule (1) is used with a free symbol \( f \in F \):

\[
\text{if } f \notin F_A \cup F_C : \quad \frac{\{ (P_1, f_1), \ldots, (P_n, f_n) \} \in d(i)}{d(i + 1) = d(i) \cup \{ \text{reach}_A(f(P_1, \ldots, P_n)), f \} }.
\]

By Lemma 14, for each pair \( (P_j, f_j) \in d(i) \) with \( j \leq n \), there is a term \( t_j \in T(F) \) such that \( \text{reach}_A(t_j) = P_j \). By Lemma 7, \( (\text{reach}_A(f(P_1, \ldots, P_n)), f) = (\text{reach}_A(f(t_1, \ldots, t_n)), f) \). It follows that \( (\text{reach}_A(f(t_1, \ldots, t_n)), f) \in \text{det}(A) \), and thus \( d(i + 1) \subseteq \text{det}(A) \).

Now we consider the case where rule (2) is used with an associate symbol \( f \in F \):

\[
\text{if } f \in F_A - F_C : \quad \frac{P \subseteq Q \quad \Sigma_{f,d(i)}^{2+} \cap \mathcal{L}(G_{f,d(i)}(P)) \neq \emptyset}{d(i + 1) = d(i) \cup \{ (P, f) \} }.
\]

As \( \Sigma_{f,d(i)}^{2+} \cap \mathcal{L}(G_{f,d(i)}(P)) \neq \emptyset \), there must be a string \( u \in \Sigma_f^{d(i)} \) such that \( |u| \geq 2 \) and \( u \in \mathcal{L}(G_{f,d(i)}(P)) \). Let \( n = |u| \). By Lemma 15, there must be terms \( t_1, \ldots, t_n \in T(F) \) such that \( u = \text{reach}_A(t_1), \ldots, \text{reach}_A(t_n) \) and \( \text{root}(t_i) \neq f \) for all \( i \leq n \). Let \( C \) be a context formed from \( f \) with \( n \) holes. As \( u \in \mathcal{L}(G_{f,d(i)}(P)) \), by Cor. 1, \( \text{reach}_A(C[t_1, \ldots, t_n]) = P \). Since \( n \geq 2 \), \( C \neq \square \) and
thus $\text{root}(C[t_1, \ldots, t_n]) = f$. It then follows that $(P, f) \in \text{det}(A)$, and thus $d(i + 1) \subseteq \text{det}(A)$.

Finally we consider the case where rule (3) is used with an AC symbol $f \in F$:

$$f \in F_A \cap F_C : \frac{P \subseteq Q}{\mathbb{N}^{i+1} \cap \mathcal{S}(G_{f,d(i)}(P)) \neq \emptyset}.$$

As $\mathbb{N}^{i+1} \cap \mathcal{S}(G_{f,d(i)}(P)) \neq \emptyset$, there must be a string $u \in \Sigma_{f,d(i)}$ with length at least 2 such that $\#(u) \in \mathcal{S}(G_{f,d(i)}(P))$. Let $n$ be the length of $u$. By Lemma 15, there must be terms $t_1, \ldots, t_n \in T(F)$ such that $u = \text{reach}_A(t_1), \ldots, \text{reach}_A(t_n)$ and $\text{root}(t_i) \neq f$ for all $i \leq n$. Let $C$ be a context formed from $f$ with $n$ holes. As $u \in \mathcal{S}(G_{f,d(i)}(P))$, by Cor. 2, $\text{reach}_A(C[t_1, \ldots, t_n]) = P$. Since $n \geq 2$, $C \neq \Box$ and thus $\text{root}(C[t_1, \ldots, t_n]) = f$. It then follows that $(P, f) \in \text{det}(A)$, and thus $d(i + 1) \subseteq \text{det}(A)$.

\textbf{Lemma 17.} If $d(i) \subseteq \mathcal{P}(Q) \times F$ and none of the rules (1) – (3) can be applied to $d(i)$, then for all $t \in T(F)$, $(\text{reach}_A(t), \text{root}(t)) \in d(i)$.

\textbf{Proof.} We prove this by noetherian induction on the subterm relation. Specifically, we try to prove that $(\text{reach}_A(t), \text{root}(t)) \in d(i)$ assuming that if $s \in T(F)$ is a subterm of $t$, then $(\text{reach}_A(s), \text{root}(s)) \in d(i)$. By the restrictions placed on the axioms of $\mathcal{E}$, $\text{root}(t)$ must be either a free symbol, an associative symbol, or an associative-commutative symbol. We consider each of these possibilities separately.

If $\text{root}(t) \in F$ is free, we can assume that $t$ is of the form $f(t_1, \ldots, t_n)$. Observe that if $f$ is a constant, then $n = 0$. By induction $(\text{reach}_A(t_j), \text{root}(t_j)) \in d(i)$ for all $j \leq n$. This would suggest that we could apply rule (1) using $(\text{reach}_A(t_j), \text{root}(t_j))$ in place of the pair $(P_j, f_j)$ appearing at the top of the rule if $(\text{reach}_A(f(P_1, \ldots, P_n)), f) \not\in d(i)$. However, by assumption the rule cannot be applied, and by Lemma 7, $\text{reach}_A(f(P_1, \ldots, P_n)) = \text{reach}_A(f(t_1, \ldots, t_n))$.

As $t = f(t_1, \ldots, t_n)$, we have that $(\text{reach}_A(t), \text{root}(t)) \in d(i)$.

If $\text{root}(t)$ is associative and not commutative, then we can assume that $t$ is of the form $C[t_1, \ldots, t_n]$ where $C \in T(\{f, \Box_1, \ldots, \Box_n\})$ is a maximal $f$-context only containing the associative symbol $\text{root}(t)$ with $n$ holes, and $\text{root}(t_i) \neq \text{root}(t)$ for all $i \leq n$. Let $f = \text{root}(t)$, and let $P = \text{reach}_A(C[t_1, \ldots, t_n])$. By our induction hypothesis, $(\text{reach}_A(t_i), \text{root}(t_i)) \in d(i)$ for each $i \leq n$, and therefore $\text{reach}_A(t_i) \in \Sigma_{f,d(i)}$ (since $\text{root}(t_i) \neq f$). By Cor. 1, $\text{reach}_A(t_1), \ldots, \text{reach}_A(t_n) \in \mathcal{L}(G_{f,d(i)}(P))$. Since $\text{root}(C[t_1, \ldots, t_n]) = f$, $C \neq \Box$, and $n \geq 2$. Thus,

$$\text{reach}_A(t_1), \ldots, \text{reach}_A(t_n) \in \Sigma_{f,d(i)}^{2+} \cap \mathcal{L}(G_{f,d(i)}(P)) \subseteq \mathbb{N}^{i+1} \cap \mathcal{S}(G_{f,d(i)}(P)) \neq \emptyset.$$

This would imply that rule (2) could be applied to form $d(i + 1) = d(i) \cup \{(P, f)\}$ if $(P, f) \not\in d(i)$. Since by assumption the rule cannot be applied, $(P, f) \in d(i)$.

Finally, if $\text{root}(t)$ is associative and commutative, then we can assume that $t$ is of the form $C[t_1, \ldots, t_n]$ where $C \in T(\{f, \Box_1, \ldots, \Box_n\})$ is a maximal context only containing the AC symbol $\text{root}(t)$ with $n$ holes, and $\text{root}(t_i) \neq \text{root}(t)$ for all $i \leq n$. 
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Let $f = \text{root}(t)$, and let $P = \text{reach}_A(C[t_1, \ldots, t_n])$. By our induction hypothesis, $(\text{reach}_A(t_i), \text{root}(t_i)) \in d(i)$ for each $i \leq n$, and therefore $\text{reach}_A(t_i) \in \Sigma_i$ (since $\text{root}(t_i) \neq f$). By Cor. 2, $(\text{reach}_A(t_1), \ldots, \text{reach}_A(t_n)) \in S(G_f, d(i)(P))$. Since $\text{root}(C[t_1, \ldots, t_n]) = f$, $C \neq \emptyset$, and $n \geq 2$. Thus,

\[(\text{reach}_A(t_1), \ldots, \text{reach}_A(t_n)) \in \mathbb{N}^> \cap S(G_f, d(i)(P)).\]

This would imply that rule (3) could be applied to form $d(i + 1) = d(i) \psi\{(P, f)\}$ if $(P, f) \notin d(i)$. Since by assumption no rule can be applied, $(P, f) \in d(i)$.

Finally we can conclude with the proof of Theorem 2:

**Theorem 2.** Let $A = (E, Q, \phi, \Delta)$ be a PTA with $E = (F, E)$ containing only associativity and commutativity axioms (\Lambda A\text{-theory}). Every chain $d(0), d(1), \ldots$ obtained by applying the rules (1) - (3) until completion satisfies the following properties:

- the length $k$ of the chain is $|\det(A)|$, and
- $d(k) = \det(A)$.

**Proof.** Since $|P(Q) \times F|$ is finite and each application of a rule (1) - (3) to a set $d(i)$ results in a set $d(i + 1)$ with one additional element, any chain $d(0), d(1), d(2), \ldots$ obtained by applying the rules until completion must be finite. Let $d(0), d(1), \ldots, d(k)$ be a chain resulting from applying the rules until termination. As $d(0) = \emptyset$, $d(0) \subseteq \det(A)$. By Lemma 16, $d(i) \subseteq \det(A)$ implies $d(i + 1) \subseteq \det(A)$. Therefore by induction on $i$, $d(i) \subseteq \det(A)$ for all $i \leq k$. In particular, $d(k) \subseteq \det(A)$. However as no rule can be applied to $d(k)$, Lemma 17 implies that $\det(A) \subseteq d(k)$. Thus $d(k) = \det(A)$. Moreover, since $d(0) = \emptyset$ and each step in the chain $d(i)$ to $d(i + 1)$ adds a single new element, $k = |d(k)| = |\det(A)|$. $\square$

### A.5 Proof of Theorem 5

It is easy to verify that the procedure terminates and that the pair returned by each return statement is indeed a counterexample. The non-trivial part of this theorem is that if the outer loop terminates without returning a pair, check_equiv should return true. This property is obtained by showing that if $L(M_\alpha) \neq L(G(\alpha))$ for some $\alpha \in Q$ executed by the outer loop, then the body of the loop is guaranteed to return a pair.

The string $u \in \Sigma^*$ chosen in the body is in the symmetric difference of $L(M_\alpha)$ and $P_\alpha$. If $u \in L(M_\alpha) \oplus L(G(\alpha))$ (or vice versa), then the body returns $\langle \alpha, u \rangle$. Otherwise, if $u \in L(M_\alpha) \iff u \in L(G(\alpha))$, then $u \in P_\alpha \oplus L(G(\alpha))$.

Let $\psi$ be the substitution $\alpha \mapsto L(G(\alpha))$. Since $\psi$ is a solution to the equations generated by $G$, $L(G(\alpha)) = \psi(\alpha) = P_\alpha$. So $u \in P_\alpha \oplus P_\psi$. We will show that the inner loop for loop must return a value when $u \in P_\alpha - P_\psi$ — the proof in the other case when $u \in P_\alpha \psi - P_\alpha$ is similar.

If the rules in $G$ whose left-hand-side is $\alpha$ are $\alpha := \beta_1 \gamma_1, \ldots, \alpha := \beta_n \gamma_n$, then $P_\alpha$ is of the form $P_\alpha = \beta_1 \gamma_1 \mid \cdots \mid \beta_n \gamma_n$. So $u \in P_\alpha$ implies that $u \in (\beta_1 \gamma_1) \theta$ for
some $i$. Likewise, as $u \notin P_\alpha \psi$ and $\beta_i \gamma_i \psi \subseteq P_\alpha \psi$, it easily follows that $u \notin (\beta_i \gamma_i)\psi$. Since $u \in (\beta_i \gamma_i)\theta$, we can partition it into strings $s, t \in \Sigma^*$ such that $u = st$, $s \in \theta(\beta_i)$, and $t \in \theta(\gamma_i)$. In addition, since $u = st$ and $u \notin (\beta_i \gamma_i)\psi$, either $s \notin \psi(\beta_i)$ or $t \notin \psi(\gamma_i)$. Thus by the definition of $\psi$, there is a rule $\alpha := \beta_i \gamma_i$ in $P$ and strings $s, t \in \Sigma^*$ such that $u := st$ and either $s \in \mathcal{L}(\mathcal{M}_{\beta_i}) - \mathcal{L}(G(\beta_i))$ or $t \in \mathcal{L}(\mathcal{M}_{\gamma_i}) - \mathcal{L}(G(\gamma_i))$. A similar argument in this case where $u \in P_\alpha \psi - P_\alpha \theta$ shows that the inner loop will always return a pair when executed.