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Abstract

We have proposed a self-reconfigurable robotic module, which has a very simple structure. The system is capable of not only building static structure but generating dynamic robotic motion. We also developed a simulator for motion planning. In this paper, we present details of the mechanical / electrical design of the developed module and its control system architecture. Experiments using ten modules demonstrate robotic configuration change, crawling locomotion and three types of quadruped locomotion.

1 Introduction

Recently, a large amount of work has been made on self-reconfigurable robots. Self-reconfigurable robot systems composed of homogeneous or heterogeneous modules have an ability to configure their shapes and repair them by changing connecting relations between modules. When the robot is able to assemble its own body structure, it has “self-assembly” function, and when it fixes itself by replacing defective part, it has “self-repair” function. These kinds of novel functions are expected to have various advantages for operations such as rescue, search, transportation and maintenance in unstructured environments.

Various types of modular systems have been proposed for self-reconfigurable robots [1-13]. In these researches, the hardware design of the module and the software design of the control algorithms are the central issues.

Most of the self-reconfigurable robot systems can be classified by following features (summarized in Table 1).

1. Homogeneity / heterogeneity of module composition
2. Dimension
3. Connection method
4. Communication and power supply method
5. Local processor
6. Centralized / distributed control
7. Motion generation

In the Table 1, most of the modules are homogeneous except for CEBOT[1], ICES-Cube[8] and Polypod[12]. The latter two modules are semi-homogeneous because they have only two kinds of units.

There are two types of connection method between modules, manual and automatic. Obviously automatic inter-module connection is necessary for the self-reconfiguration. Most of the proposed modules [1-13] aim at the automatic connection and disconnection. However, there are problems such that some mechanisms need precise alignment and some need large volume.

Wiring is also an important issue. Self-contained module or power / communication supply through the connection interface is required to avoid wiring troublesome. In order to use the system as a robot, an ability to generate dynamic group motion on the modules is also required. Modules proposed in [1,6,9-13] can generate robotic motion.

Development of distributed control algorithms for self-reconfigurable robot systems is a challenging issue. Only a few distributed algorithms for two or three-dimensional systems have been reported so far. (Here, we do not count pure algorithms such as A-Life simulations.) In [1,3] a completely distributed control algorithm is proposed for two-dimensional
Table 1: Various type of reconfigurable robot

<table>
<thead>
<tr>
<th>Module composition (Hetero: heterogeneous, Homo: homogeneous)</th>
<th>Dimension</th>
<th>Self-contained</th>
<th>Local processor</th>
<th>Centralized (C) or distributed(D) control</th>
<th>Dynamic motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1] Nagoya Univ. CEBOT</td>
<td>Hetero</td>
<td>2D</td>
<td>Yes</td>
<td>N/A</td>
<td>D</td>
</tr>
<tr>
<td>[2] JHU Hexagonal</td>
<td>Homo</td>
<td>2D</td>
<td>No</td>
<td>Not embedded</td>
<td>C</td>
</tr>
<tr>
<td>[3] MEL Fructum</td>
<td>Homo</td>
<td>2D</td>
<td>No</td>
<td>Z80</td>
<td>D</td>
</tr>
<tr>
<td>[4] MEL Micro unit</td>
<td>Homo</td>
<td>2D</td>
<td>No</td>
<td>BASIC STAMP II</td>
<td>C</td>
</tr>
<tr>
<td>[5] MEL 3D unit</td>
<td>Homo</td>
<td>3D</td>
<td>No</td>
<td>Not embedded</td>
<td>C</td>
</tr>
<tr>
<td>[6] MEL proposed unit</td>
<td>Homo</td>
<td>3D</td>
<td>Yes</td>
<td>BASIC STAMP II</td>
<td>C</td>
</tr>
<tr>
<td>[7] RIKEN Vertical</td>
<td>Homo</td>
<td>2D</td>
<td>Yes</td>
<td>Not embedded</td>
<td>C</td>
</tr>
<tr>
<td>[8] Dartmouth Crystalline</td>
<td>Homo</td>
<td>2D/3D</td>
<td>No</td>
<td>AT89C2051</td>
<td>C</td>
</tr>
<tr>
<td>[9] Dartmouth Molecule</td>
<td>Homo</td>
<td>3D</td>
<td>Yes</td>
<td>N/A</td>
<td>C</td>
</tr>
<tr>
<td>[10] CMU ICES-cube</td>
<td>Hetero</td>
<td>3D</td>
<td>Yes</td>
<td>N/A</td>
<td>C</td>
</tr>
<tr>
<td>[11] USC CONRO</td>
<td>Homo</td>
<td>3D</td>
<td>Yes</td>
<td>BASIC STAMP II</td>
<td>C</td>
</tr>
<tr>
<td>[12] Stanford Univ. Polypod</td>
<td>Hetero</td>
<td>3D</td>
<td>Yes</td>
<td>PowerPC 555</td>
<td>C</td>
</tr>
<tr>
<td>[13] Xerox PARK PolyBot</td>
<td>Homo</td>
<td>3D</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

self-reconfiguration of desired shape. In [5] a distributed algorithm for three-dimensional self-reconfiguration is proposed, but the hardware control is centralized.

For reconfiguration of 3-D systems, motion planning is very difficult in general even by centralized processing because there are various geometrical and physical constraints. A few papers discussed with the motion planning for 3-D systems [14,15]. They only adhere to their own specific module design. Establishing a general methodology for 3-D reconfiguration and distributed algorithm is a future subject.

In the previous paper [6], we presented the concept and the basic design of the module. It consists of two semi-cylindrical parts and a link, and this particular shape enables self-reconfiguration of robotic structure. In this paper, we present details of the mechanical / electrical design of the module, and the centralized control system architecture for cooperative motion generation. Reconfiguration experiments using several modules are also shown to demonstrate reliable operations of the system.

2 Development of Self-Reconfigurable Robotic Module

This chapter describes the mechanical / electrical design of the developed module and its control system architecture.

2.1 Concept of Module Design

Figure 1 shows a schematic view of the module. The module is composed of two semi-cylindrical parts and a link. Each semi-cylindrical part can be rotated about its axis by 180 degrees by a servomotor embedded in the link. Each semi-cylindrical part has three connecting surfaces with four permanent magnets. The polarity of the magnets embedded on the surfaces of two

Figure 1: Schematic of the proposed module

Figure 2: Static structure (left) and its motion (right)
The frame of the module is made of engineering plastic (delrin). Connection surfaces are directly made of glass-epoxy fiber circuit boards to decrease the number of electric wiring and total weight.

The link part includes two set of precision-geared motor, reduction gear and servo circuit. The maximum torque of each servo is about 23kg·cm, which is enough to lift up one module as shown in Figure 4.

On the surface of the passive part, there are four Samarium-Cobalt permanent magnets (S poles on the surface), two pair of electrodes (anode and cathode), and one electrode for a serial communication. The connecting force between modules achieved by the magnets is about 23kg·cm, which is enough to lift up one module as shown in Figure 4.

The active part includes the connecting mechanism. The connecting mechanism is composed of non-linear springs, SMA (Shape Memory Alloy) coils and four permanent magnets (N poles on the surface), which are fixed on the connecting plate. The connecting plate is balanced by the spring force and the magnetic force, in order to reduce force for detachment. Detachment is achieved by heating SMA coils by electric current.

2.2 Mechanical Design

Figure 3 shows the appearance and the inner structure of the module. The specifications are summarized in Table 2.

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>66x132x66 mm</td>
</tr>
<tr>
<td>Weight</td>
<td>0.44 kg</td>
</tr>
<tr>
<td>CPU</td>
<td>BASIC STAMP II</td>
</tr>
<tr>
<td>Power supply</td>
<td>DC 12V</td>
</tr>
<tr>
<td>Maximum torque of each axis</td>
<td>23 kg·cm</td>
</tr>
<tr>
<td>Connecting force</td>
<td>25 N</td>
</tr>
<tr>
<td>Elapsed time for detachment</td>
<td>5 seconds</td>
</tr>
<tr>
<td>Power consumption for detatchment</td>
<td>180 J</td>
</tr>
<tr>
<td>Electrical resistance of module</td>
<td>1.3 Ω</td>
</tr>
</tbody>
</table>
2.3 Electrical Design

Figure 5 shows the control circuits contained in the passive part. They are an onboard microprocessor (BASIC STAMP II, Parallax, Inc.), a power supply circuit and a pulse generator circuit for driving SMA coils. The microprocessor has dipswitch inputs to set ID number of the module. Electrodes on passive and active surfaces are connected through wirings run inside the link.

The rotational angles of the two servomotors are changed by Pulse Width Modulated (PWM) signals from the microprocessor. The microprocessor drives the SMA coils by pulsed current in the detaching operation. The elapsed time for detachment is 5 seconds. The power consumption needed for detachment is about 180J. The microprocessor also verifies the status of connection surfaces (connected or detached).

Control commands corresponding to these operations are issued by the host computer. There are five commands as summarized in Table 3. The total length of the control command is three bytes.

The power supply and the serial communication between modules and host PC are achieved by connecting a base plate to one of the module surface. The base plate shown in Figure 6 is actually a passive connection surface.

2.3 Control System Architecture

Figure 7 shows the control system architecture. The system consists of host PC, relay PIC (BASIC STAMP II, the same one to the onboard microprocessor) and modules, and they are connected as the diagram shown in the figure. The communication between host PC and relay PIC, relay PIC and modules are all achieved by 4800bps asynchronous serial communication. There are two communication wires for sending and receiving between host PC and relay PIC. However, there is only one wire between relay PIC and modules.

Between relay PIC and the modules, the communication is achieved by the token passing. The host PC issues a control command with module’s ID number. And the relay PIC broadcasts this command to the modules on the serial line. Only
the module with the same ID executes the task and then sends back a validation signal to host PC through relay PIC. In case of no validation are returned from the module or the signal is not correct, the host PC sends the commands again for recovery.

3 Simulator for Motion Planning

We developed a simulator for motion planning (Figure 8 and 9). The process of motion planning is as follows[16]: First, initial configuration of modules is created by using the configuration editor control panel (not shown). Next, the module motion sequence is programmed by using the motion control panel in the left most pane in Figure 9. The generated motions are recorded and displayed as motion language in the middle pane. Then, collisions between modules and connectivity of the whole configuration are automatically checked before execution of the sequence. Static feature such as center of gravity is calculated by the simulator but the dynamics is not taken into account in the current version. After editing the motion sequence, it is translated into a series of hardware control commands and they are sent to the module hardware via serial line.

4 Experiments

To confirm basic functions of the module system such as self-reconfiguration and motion generation, we carried out several experiments as follows.

4.1 Self-Reconfiguration

The first experiment is a self-reconfiguration with three modules (Figure 10). In this experiment, automatic self-reconfiguration has been successfully realized. Small displacement between the connection surfaces are absorbed by magnetic attraction, thus no additional position control is necessary.

4.2 Locomotion and Transformation

We examined various types of locomotion modes such as three kinds of quadruped locomotion, crawling and transformation between them.

**Quadruped robot (type 1)**

This robot is composed of nine modules and walks by using four leg parts as shown in Figure 11. However, the walking speed is quite slow because of the friction of the floor is not sufficient.

**Quadruped robot (type 2)**

Another quadruped robot composed of eight modules is examined (Figure 12). This robot can walk by using two of the legs. The robot configuration has a radial symmetry so that it can move toward four directions with the same gait pattern. Furthermore, the robot can turn about its center axis by folding two legs in opposite directions. Arrows in photo indicates robot’s moving direction.

**Crawler**

This robot is composed of six modules. Transformation from a straight chain to the crawler (loop) is shown in Figure 13. Closing the loop has been successfully done without precise position control. The rolling motion of the crawler has been successfully achieved as well.

**Crawler to quadruped robot (type 3)**

Initial configuration composed of nine modules is first transformed into a crawler and then to a quadruped robot. The resultant quadruped robot walks in a statically stable gait called the intermittent crawler gait (Figure 14).

5 Future Work

As no sensors are embedded in current module hardware, the modules have no ability to sense the surrounding environments. We plan to install sensors (e.g. an angle sensor, a torque sensor, an inclination sensor, a proximity sensor and a vision sensor) in the next prototype.

Figure 10: Self-reconfiguration experiment
It is also needed to decrease the power consumption. Switching FETs for SMA consume the largest current, thus we plan to adopt another heating method to reduce the current.

The automatic generation of the transformation sequence from one structure to another has not been established. We proposed a two-layered approach that makes the module motion sequences...
with a global planner and a local motion scheme selector [17], when the configuration of the modules is of a particular lattice structure. More general algorithm for transformation is required to realize broad application field of the modular robots.

6 Conclusions

In this paper, we have described the hardware of the proposed module, the control system architecture, the simulator for motion planning and the experimental results using the developed modules. We have confirmed that various kinds of robotic configurations and transformations between them are possible by the proposed system. We are now working on the next prototype system with a larger number of modules.
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