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ABSTRACT
This paper presents a singing synthesis system, VocaListener2, that
can automatically synthesize a singing voice by mimicking the tim-
bre changes of a user’s singing voice. The system is an extension of
our previous VocaListener system which deals with only pitch and
dynamics. Most previous techniques for manipulating voice tim-
bre have focused on voice conversion and voice morphing, and they
cannot deal with the timbre changes during singing. To develop Vo-
caListener2, we constructed a voice timbre space on the basis of var-
ious singing voices that are synchronized under pitch, dynamics, and
phoneme by using VocaListener. In this space, the timbre changes
can be reflected in the synthesized singing voice. The system was
evaluated by the Euclidean distance in the space between an esti-
mated result and a ground-truth under closed/open conditions.

Index Terms— Singing synthesis, Voice timbre changes,
Singing information processing

1. INTRODUCTION
This paper describes a singing-to-singing synthesis system that auto-
matically synthesizes a singing voice by mimicking a user’s singing.
Since 2007, many end users have started to use commercial singing
synthesis systems to produce music and the number of listeners who
enjoy synthesized singing is increasing. Over one-hundred-thousand
copies of popular software packages1 based on Vocaloid [1] have
been sold and various compact discs that include synthesized vo-
cal tracks have appeared on popular music charts in Japan. Singing
synthesis systems are used not only to create original vocal tracks,
but also for enjoying collaborative creation and communication via
content-sharing services on the Web [2, 3]. Moreover, the systems
are important tools for research into singing, since it can precisely
control the pitch (fundamental frequency, F0), dynamics (power),
and voice timbre of a singing voice.

We previously developed a singing-to-singing synthesis system,
VocaListener, that can estimate singing synthesis parameters of pitch
and dynamics by mimicking a user’s singing voice [4]. Since a nat-
ural voice is provided by the user, the synthesized singing voice
mimicking it can be human-like and natural without time-consuming
manual adjustment. Our aim in developing a system that can synthe-
size a singing voice without time-consuming manual adjustment is to
help a user focus on “how to express the user’s expression/message”.
Moreover, the ability to synthesize high-quality human-like singing
voices will help us clarify the mechanisms of human singing voice
production and perception. However, because VocaListener deals
with only pitch and dynamics, it cannot express the overall expres-
sion of a user’s singing.

A system which can reflect voice timbre changes of a user’s
singing voice in synthesized singing will be a useful tool for expand-
ing the possibility of singing synthesis. There are many researches
for manipulating voice timbre such as speaking voice conversion [5],
emotional speech synthesis [6–8], and singing voice morphing [9],
but they cannot deal with the timbre changes during singing. On

This research was supported in part by CrestMuse, CREST, JST.
1http://www.vocaloid.com/product.html

the other hand, Vocaloid [1] enables a user to adjust singing syn-
thesis parameters to manipulate acoustic features (e.g.,spectrum) of
synthesized singing for each instant of time. The manual parame-
ter adjustment is not easy, though, and requires considerable time
and effort. Consequently, users tend to not change the parameters,
or else change many parameters at the same time for each song or
make only rough changes.

To deal with these problems, we propose VocaListener2 that can
synthesize a singing voice by mimicking the timbre changes in addi-
tion to the pitch and dynamics of the user’s singing voice. Moreover,
we propose an interface for adjusting the timbre changes to over-
come limitations in the user’s singing skills.

2. PREVIOUS SYSTEM AND ITS SHORTCOMING
To distinguish between our two systems, this paper refers to our pre-
vious VocaListener as VocaListener1. In this section, we describe
the functions of VocaListener1 and its shortcoming, and discuss the
problems we had to overcome to develop VocaListener2.

2.1. VocaListener1: A singing-to-singing synthesis system based
on iterative parameter estimation
VocaListener1 [4] iteratively estimates parameters of pitch and dy-
namics2for a singing synthesis system (e.g., Yamaha’s Vocaloid [1])
so that the synthesized singing can become more similar to the
user’s singing (Fig. 1). The iterative estimation provides robustness
with respect to different singing synthesis systems and their singer
databases. The mean error values after the iteration are much smaller
than with the previous approach [10] (see [4] for details)3. Moreover,
VocaListener1 has a highly accurate lyrics-to-singing synchroniza-
tion function, and its interface lets a user easily correct synchroniza-
tion errors by simply pointing them out. In addition, VocaListener1
has a function to improve synthesized singing as if the user’s singing
skills were improved.

2.2. Extending the system to mimic voice timbre changes
Tomimic timbre changes, we can take either of two approaches. One
is the same as for VocaListener1 where we estimate parameters for
singing synthesis software. However, we do not take this approach
for two reasons:
[Reason 1] The voice timbre parameters depend on the system used:
This approach is not robust with respect to different types of singing
synthesis system because different systems have different parame-
ters for manipulating the acoustic features of voice timbre. In fact,
Vocaloid1 and Vocaloid2 [1] differ in some of the parameters used.
[Reason 2] An intermediate voice cannot be synthesized: For exam-
ple, the Hatsune Miku Append singing synthesis software (referred
to as MIKU Append)4 can synthesize six kinds of voice (DARK,

2The estimated parameters are MIDI-based, such as the MIDI note num-
ber, pitch bend, pitch bend sensitivity, and expression.

3Demonstration videos including examples of synthesized singing are
available at http://staff.aist.go.jp/t.nakano/VocaListener/

4http://www.crypton.co.jp/cv01a/ (in Japanese)
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Fig. 1. Overview of VocaListener1, which iteratively estimates pa-
rameters of pitch and dynamics for singing synthesis from the user’s
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Fig. 2. Examples of differences in the spectral envelope due to pho-
netic and individual differences.

LIGHT, SOFT, SOLID, SWEET, and VIVID) which have the same
individuality as with Hatsune Miku [11] and differ in voice timbre.
However, it is difficult to synthesize an intermediate voice (e.g., be-
tween LIGHT and SOLID) by using only the existing system.

The above limitations on mimicking a user’s voice timbre
changes based on the parameter estimation approach led us to take
a novel approach based on signal processing. To develop a system
able to mimic voice timbre changes, we need to solve two problems:
[Problem 1] How to represent voice timbre changes
[Problem 2] How to reflect timbre changes in a synthesized singing

Voice timbre changes can be defined as differences in the spec-
tral envelope shape, such as the difference between Hatsune Miku
and the MIKU Append. However, the spectral envelope depends on
the phoneme (e.g., between /o/ and /i/) and the individual (e.g., be-
tween Hatsune Miku [11] and an another Vocaloid software5such as
Kagamine Rin) as shown in Fig. 2. Therefore, timbre changes can be
represented as a spectral envelope by suppressing such phonetic and
individual effects. This made it possible to realize VocaListener2.

3. VOCALISTENER2: A SINGING SYNTHESIS SYSTEM
MIMICKING VOICE TIMBRE CHANGES

We first use VocaListener1 to synthesize time-synchronized singing
voices from several singer databases (DBs), and then estimate the
spectral envelope of each sample of synthesized singing. The sys-
tem constructs an M -dimensional voice timbre space by separating
the voice timbre information and the phonetic information from the
spectral envelopes of the singing voices using a subspace method.
This is under the assumption that a space with large variance be-
tween singing samples is a voice timbre space because all singing
voices and are synchronized for each time under pitch, dynamics,
and phoneme. In this space, the singing voice is represented as a
point in each time, and its temporal changes are represented as a tra-
jectory. Such a subspace method can be used for speaker recognition
by separating the phonetic space and the speaker space [12].

We then introduce anM -dimensional timbre change tube, which
envelops the trajectories of the target timbre voices. In this paper, we

5http://www.vocaloid.com/product.html
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Fig. 3. Overview of VocaListener2, which automatically synthesizes
a singing voice by mimicking pitch, dynamics, and timbre changes
of a user’s singing voice.

suppose that the inside of this tube is a transposable area of the voice
timbre. To get a spectral envelope reflecting the timbre changes in
each time, a trajectory of the user’s singing is adjusted so that it is
inside the tube. A singing voice is then synthesized.

3.1. System outline
Figure 3 shows an overview of the VocaListener2 system. The
system consists of VocaListener1, singing analysis (

�

�

�
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A –

�

�

�

�
D ), and

singing synthesis (
�

�

�

�
E ). The user’s singing voice and the lyrics are

taken as the system input. The system synthesizes a singing voice
that mimic the pitch, dynamics, and timbre changes of the user’s
singing by using singer DBs

�

�

�

�
Z1 –

�

�

�

�
Z4 as the target timbre. These

singer DBs, such as the Hatsune Miku and MIKU Append, have dif-
ferent voice timbres while keeping the same individuality. Through-
out this paper, singing samples are monaural recordings of solo vocal
digitized at 16 bit/44.1 kHz.

Using the input, the system first uses VocaListener1 to auto-
matically synthesize time-synchronized singing voices from several
singer DBs (

�

�

�

�
A ). Second, the system estimates the spectral enve-

lope of each sample of synthesized singing (
�

�

�

�
B ), since this envelope

represents the voice timbre and is independent of the F0. The system
then constructs the M -dimensional voice timbre space (

�

�

�

�
C ) by a

subspace method. A spectral envelope reflecting the timbre changes
is estimated from an adjusted trajectory of the user’s singing so that
it is inside the tube (

�

�

�

�
D ). Finally, a singing voice is synthesized

from the spectral envelopes (
�

�

�

�
E ).

3.2. Singing analysis
The system estimates the spectral envelope and the voice timbre
space, and adjusts the trajectory of the user’s singing as follows.
Since the analysis frame is shifted by 44.1 samples, the discrete time
step (1 frame-time) is 1 ms. This paper uses time t for the time mea-
sured in frame-time units.

Spectral envelope estimation
�

�

�

�
B : The spectral envelope is esti-

mated using the STRAIGHT speech manipulation system [13]. The
estimated spectral envelope is represented by 2045 bins, and con-
verts to 80th order DCT (discrete cosine transform) coefficients.

Voice timbre space construction
�

�

�

�
C : Figure 4 shows the es-

timation process. The system first applies PCA (principal compo-
nents analysis) for each voiced frame between singing voices, and
low N(t)-dimensional features can be estimated for each frame.
The N(t)-dimension is decided under the cumulative contribution
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ratio (≥ 80%). However, this means that different spaces are con-
structed between each pair of frames. The system therefore recon-
struct spectral envelopes from the N(t)-dimensional features, ap-
plies PCA again for all voiced frame of all singing voices, and stores
lowM -dimensional features (M = 3). This 3-dimensional space is
used as a voice timbre space.

Adjustment of the user’s singing trajectory
�

�

�

�
D : The user’s

singing and the voices of the target timbre in the voice timbre space
are shifted and scaled to 0 to 1 for each dimension, respectively.

3.3. Singing synthesis
To achieve a singing voice that mimics the timbre changes of the
user’s voice, the singing voice is synthesized from the trajectory in
the voice timbre space

�

�

�

�
E . Figure 5 shows an example of placement

for the user’s singing and target timbre voices which are Hatsune
Miku and MIKU Append (DARK, LIGHT, SOFT, SOLID, SWEET,
and VIVID)6. Each spectral envelope is represented as a point in the
space for each frame-time.

The problem is to estimate a spectral envelope from the place-
ment and those spectral envelopes. To estimate such a spectral en-
velope, we first introduce a spectral transform curve which is dif-
ference between the spectral envelope of a standard voice (e.g., Hat-
sune Miku) and the others for each frame. All spectral transform
curves for all frames are referred as a spectral transform surface.
Let Zrj(f, t) be a spectral transform surface for frequency f and
time t defined as follows, where Zj=1,2,··· ,J(f, t) is the jth spectral
envelope7 (j = 1 indicates the standard voice),

Zrj(f, t) = log

(
Zj(f, t)

Z1(f, t)

)
. (1)

Using these, the spectral transform surface mimicking the tim-
bre changes g(u(t); f, t) is estimated by applying a variational in-
terpolation method based on radial basis function [14] as follows.
We solve for the set of wj(f, t) that will satisfy the interpolation
constraints as equation (4).

g(u(t); f, t) =

J∑
k=1

(wk(f, t) · φ (u(t) − zk(t))) + P (u(t); f, t), (2)

Zrj(f, t) =
J∑

k=1

(wk(f, t) · φ (zj(t) − zk(t))) + P (zj(t); f, t),

(3)
g(zj(t); f, t) = Zrj(f, t), (4)

P (x; f, t) = p0(f, t) +

M∑
m=1

pm(f, t) · x(m), (5)

where u(t) indicates a point of the trajectory of the user’s singing,
zj(t) are the locations of the constraints (i.e. the target timbre

6The timbre change tube shown on the upper left is an image
7j indicates the number of the voice of the target timbre, and J is 7 (one

is Hatsune Miku and six is MIKU Append) in this paper.
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voices), wj(f, t) are the weights, φ(·) indicates a distance between
vectors (in this paper, φ(·) = | · |), and P (·; f, t) is a degree one
polynomial in M variables. Since the above equation is linear with
respect to the unknowns, wj(f, t), and the coefficients of P (·; f, t),
it can be formulated as a linear system for each time t and written
as:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ11 · · · φ1J 1 z
(1)
1 z

(2)
1 z

(3)
1

φ21 · · · φ2J 1 z
(1)
2 z

(2)
2 z

(3)
2

...
...

...
...

...
...

φJ1 · · · φJJ 1 z
(1)
J z

(2)
J z
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J

1 · · · 1 0 0 0 0

z
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1 · · · z

(1)
J 0 0 0 0

z
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1 · · · z
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z
(3)
1 · · · z

(3)
J 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
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⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Zr1

Zr2

...
ZrJ

0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(6)
where φij indicates φ(zi(t)−zj(t)), and f and t are omitted for this
description.

The estimated spectral transform surface is then thresholded to
reduce the unnaturalness of synthesis. Moreover, to preserve the
continuity of spectral envelopes, a time-frequency smoothing FIR
filter is applied the surface. Finally, the surface is applied to the
standard spectral envelope, and then the singing voice is synthesized
by using STRAIGHT.

3.4. An interface for adjusting the timbre changes
To extend the flexibility and to overcome the limitation of the user’s
singing ability, we propose an interface which has three important
functions:
Scaling function: to emphasize/suppress voice timbre fluctuations.
Shifting function: to synthesize around a particular voice timbre, the
center of the voice timbre fluctuations can be changed.
Scaling/shifting in part: to adjust in detail by partially, applying
above two functions.

4. EXPERIMENTAL EVALUATION
VocaListener2 was tested in two experiments. In these experiments,
we used 17 singer DBss (3 male and 14 female voices) for synthe-
sizing Japanese singing for two commercial singing synthesis soft-
ware programs based on Yamaha’s Vocaloid or Vocaloid2 technol-
ogy [1]. Seven of the DBs, Hatsune Miku and MIKU Append, were
used for the target timbre. An unaccompanied song sample (solo vo-
cal) was taken from the RWC Music Database (Music Genre [15]:
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RWC-MDB-G-2001 No.91), and was used as the user’s singing.
Since the user’s singing sung by male singer, the female singing
was synthesized at an octave higher by applying the pitch transpose
(VocaListener-plus) function [4].

4.1. Experiment A: voice timbre space construction

To evaluate the property of the constructed voice timbre space, ex-
periment A used a sample of the user’s singing that was 55 s in
length. Figure 6 shows the constructed 3-dimensional voice tim-
bre space and average vectors of the first three principle components
of each voice timbre. The average of the N(t) is 4.18, and the cu-
mulative contribution ratio of the space was 42.3%. The results of
Fig. 6 suggest that a low 3-dimensional space can separate each
voice timbre. In addition, the positional relationship of each average
vector qualitatively reflects the auditory impression. These findings
suggest our system can construct an appropriate voice timbre space.

4.2. Experiment B: mimicking voice timbre changes

Two synthesized singing voices by using VocaListener1 fromMIKU
Append as singer DBs were used as an input, which consisted of
six kinds of voice timbre. Figure 7 shows its ground-truth and the
Euclidean distance between voice timbres and the estimated user’s
trajectory in the voice timbre space under closed/open conditions.
To evaluate results under a closed condition, an input was synthe-
sized from the same voice timbre used to construct the voice timbre
space. To evaluate results under an open condition, an input was syn-
thesized from a different voice timbre (by changing the synthesized
parameter GEN for Vocaloid2 to 90 from the default of 64).

The distance under closed condition was approximately correct.
However, there were some errors under open condition. Most of
the false estimations were due to neighbors such as LIGHT, SOLID,
and VIVID (see Fig. 6). The proximity of the neighbors in the space
suggests the neighbors have a similar spectral envelope. Since our
system estimates the spectral envelope using all of the target timbres
weighted by distance by eq. (2), the estimated result has less influ-
ence for the false estimations. This suggests that VocaListener2 is an
effective way to mimic the timbre changes of a user’s singing voice.

5. CONCLUSION AND FUTURE DIRECTION
To develop a system which can synthesize a singing voice by mim-
icking the timbre changes of a user’s singing voice, we introduce
a voice timbre space and a timbre change tube as a novel signal
processing approach where we apply variational interpolation. Ex-
perimental results suggest that the system effectively mimics target
singing. In our experience of synthesizing a song with VocaLis-
tener2 using Hatsune Miku and MIKU Append, we found the syn-
thesized quality was high8. With VocaListener2, a singing voice
mimicking pitch, dynamics, and various voice timbres can be eas-
ily synthesized. VocaListener2 therefore promises to become funda-
mental tools for research into singing. For example, our goal is to
use VocaListener2 to clarify the mechanism of human singing voice
production and perception.

One benefit of VocaListener2 is that a user does not need to
perform time-consuming manual adjustment. Moreover, the VocaL-
istener2 framework is scalable by changing the estimated spectral
envelope. For example, by applying the spectral transform surface
for Hatsune Miku to a spectral envelope from Kagamine Rin as an-
other singer DB, we should be able to achieve a spectral envelope for
pseudo Kagamine Rin Append. However, this may be an oversim-
plification and we will investigate whether this can be done in our
future work.
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