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ABSTRACT
Transcribing speech from audio files to text is an important task not
only for exploring the audio content in text form but also for utiliz-
ing the transcribed data as a source to train speech models, such
as automated speech recognition (ASR) models. A post-correction
approach has been frequently employed to reduce the time cost of
transcription where users edit errors in the recognition results of
ASR models. However, this approach assumes clear speech and is
not designed for unclear speech (such as speech with high levels
of noise or reverberation), which severely degrades the accuracy
of ASR and requires many manual corrections. To construct an
alternative approach to transcribe unclear speech, we introduce the
idea of respeaking, which has primarily been used to create captions
for television programs in real time. In respeaking, a proficient hu-
man respeaker repeats the heard speech as shadowing, and their
utterances are recognized by an ASR model. While this approach
can be effective for transcribing unclear speech, one problem is that
respeaking is a highly cognitively demanding task and extensive
training is often required to become a respeaker. We address this
point with BeParrot, the first interface designed for respeaking that
allows novice users to benefit from respeaking without extensive
training through two key features: parameter adjustment and pro-
nunciation feedback. Our user study involving 60 crowd workers
demonstrated that they could transcribe different types of unclear
speech 32.2 % faster with BeParrot than with a conventional ap-
proach without losing the accuracy of transcriptions. In addition,
comments from the workers supported the design of the adjustment
and feedback features, exhibiting a willingness to continue using
BeParrot for transcription tasks. Our work demonstrates how we
can leverage recent advances in machine learning techniques to
overcome the area that is still challenging for computers themselves
with the help of a human-in-the-loop approach.
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1 INTRODUCTION
The importance of speech transcription is widely acknowledged
because the acquired text can be used in diverse situations, e.g.,
searching audio content [25], increasing the accessibility of videos
[11], analyzing language production [21], and developing various
speech processing models such as speech recognition [24] and
voice conversion [1, 32]. However, manual transcription is time-
consuming and tedious; thus, previous studies have attempted to
address this issue by utilizing speech processing technology. Specif-
ically, a post-correction approach has been applied to handle this
issue, in which an automated speech recognition (ASR) model is
first applied to the speech to transcribe, and then a human corrects
errors in the recognition results while listening to the audio. It has
been confirmed that the improvement of ASR models allows people
to correct fewer errors in the recognition results, thereby reducing
the total time for transcription [16, 18].

In other words, the efficiency of the post-correction approach is
highly dependent on the accuracy of ASR models. In particular, this
approach is known to be less effective when the performance of
the ASR models is low, e.g., when the audio to transcribe is unclear
due to its recording condition. Gaur et al. [4] and Sperber et al. [36]
experimentally demonstrated that the word error rate (WER)1 is
desirable to be less than 30% for the post-correction approach to
be effective. Therefore, previous studies have focused on applying
this approach to the transcription of clear speech, e.g., audio from
TED Talks [4, 36], news [45], and lectures [22]. As a result, to the
best of our knowledge, an optimal approach to transcribe unclear
speech (e.g., speech with a lot of noise or reverberation) remains
underexplored.

In this paper, we introduce the idea of respeaking [13, 27, 35]
to the transcription of unclear speech. It has primarily been used
to create subtitles for television programs in real time [13, 19, 30].
Rather than directly inputting the audio of the programs into an

1WER denotes the percentage of words that are not correctly recognized. The lower
value of WER indicates that the recognition results contain fewer errors and are more
accurate.
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ASR model, respeaking involves a human respeaker who repeats
the speech of the programs as if speech shadowing [20]. The res-
peaker’s utterance is inputted into an ASR model that outputs the
corresponding transcription in real time. The obtained transcription
is used as subtitles after the respeaker or another person manually
corrects errors as necessary. This approach assumes that the ASR
model can recognize the utterance of the respeaker more accurately
than the original speech in television programs, thereby reducing
the number of required manual error corrections.

We presume that respeaking can be used to improve the effi-
ciency of transcribing unclear speech. Specifically, people can tran-
scribe speech with noise or reverberation by repeating the speech
content in a quiet environment with a clear voice and inputting
their utterance into an ASR model. In this manner, the utterance
can be recognized accurately using a contemporary ASRmodel, and
then they can post-correct fewer errors in the recognition results.
Thus, we can expect that the time required to transcribe will be
reduced compared to the case where they directly input the unclear
speech into the ASR model and post-correct errors.

However, it is not trivial to determine whether this approach is
feasible because the effectiveness of respeaking is highly dependent
on the proficiency of the respeaker [30, 31]. In particular, respeakers
incur high cognitive demand; i.e., they are required to simultane-
ously listen to what is being said in order to repeat it without delay
and memorize the speech content for post-correction of errors in
the recognition result. In addition, respeakers should be able to
utter clearly without stuttering or stammering such that utterances
are transcribed accurately by the ASR models. Thus, respeaking
is considered a profession, and dedicated training programs have
been developed at universities and television stations [29, 31]. In
other words, it would be challenging for novice users to employ
respeaking for transcription.

Therefore, we propose BeParrot, an efficient interface for tran-
scription via respeaking. This interface is designed to allow users
to transcribe not only clear speech but also unclear speech even
when they are not proficient in respeaking. It is enabled by utilizing
the history of how a user has interacted with the interface (e.g.,
retrying utterance and editing recognition results), which would re-
flect the user’s ability of respeaking. On the basis of the interaction
history, we implemented two key features in BeParrot, parameter
adjustment and pronunciation feedback. The parameter adjustment
feature automatically updates two parameters, the playback speed
and length of each speech segment, because these parameters de-
termine the difficulty of respeaking according to previous studies
[29–31]. For example, when the user has retried an utterance of
the same segment, the user is likely to have trouble in respeaking
the segment, and the playback speed can then be automatically
decreased. The user of BeParrot can also manually adjust these
parameters when they become accustomed to respeaking and want
to increase the playback speed or segment length. Furthermore,
the pronunciation feedback feature presents phonemes that are
difficult to be recognized by the ASR model when pronounced by
the user, which is derived from the history of their manual error
corrections. Then, the user can leverage the feedback for improving
their pronunciations, especially of those the ASR model would not
recognize correctly.

We evaluated the effectiveness of BeParrot on different types of
speech data by involving 60 crowd workers. The results success-
fully demonstrated that the workers could transcribe the speech
more efficiently with BeParrot than a conventional post-correction
approach. Particularly, the effectiveness of BeParrot was confirmed
when the speech is unclear and difficult to recognize usingASRmod-
els, e.g., speech with high levels of noise or reverberation [8, 37, 38].
In addition, comments from the workers qualitatively supported the
design of BeParrot, expressing their affirmative reception of both
the parameter adjustment and pronunciation feedback features, as
well as suggesting room for further improvements.

2 RELATEDWORK
Our goal in this paper is to support transcription tasks via respeak-
ing. To situate our work, in this section, we first cover previously
proposed interfaces for supporting speech transcription, most of
which adopt the post-correction of the recognition results of ASR
models. We then describe the concept of respeaking and how it has
been used as well as the difficulties novice users encounter when
performing respeaking.

2.1 Interface for Supporting Transcription
To moderate the importance of speech transcription and its time
cost, there are several studies that propose supporting interfaces
for transcription tasks, as mentioned in Section 1. For example, as
one of the initial works, Barras et al. [2] proposed an integrated text
editor that visualizes a speech wave. Given the development of ASR
techniques, the post-correction approach has become widely used
to assist speech transcription [16–18, 22, 36, 45]. For example, Liu
and Soong [16] developed a handwriting user interface that allows
users to correct errors in a convenient manner. Luz et al. developed
a 3D game interface to support a collaborative correction process
by motivating users [17].

These approaches assume that the speech to transcribe can be
recognized by ASR models with certain accuracy. For example, the
WER of the pre-correction transcription was reported to be 21.5%
in the study conducted by Luz et al. [18] and 28.8% in the study
conducted by Miro et al. [22]. This setting is in agreement with the
findings of Gaur et al. [4] and Sperber et al. [36], who concluded
that the WER is desirable to be less than 30% for the post-correction
approach to be effective.

However, depending on the nature of the audio source, this is not
always feasible even with contemporary ASR models. Specifically,
the performance of the ASR models is degraded when the speech
is unclear, e.g., when the speech contains high levels of noise or
reverberation. For example, Tsunoo et al. [39] reported a WER of
48.6% with their ASR model on a dataset of unclear speech [47]
even though they leveraged various data augmentation techniques
involving reverberation simulation and adversarial training. Yet,
previous studies for supporting speech transcription often evalu-
ated their approach using clear speech, e.g., audio from TED Talks
[4, 36], as mentioned in Section 1. We acknowledge that the within-
dataset tuning of ASR models can be performed to achieve high
accuracy [16, 36], but it limits their applicability to a wide variety of
speech data. These limitations motivated us to develop an efficient
interface that can work without dependence on the audio source.
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2.2 Respeaking
As mentioned in Section 1, respeaking has been practically used
by many broadcasting stations, e.g., BBC [19] and NHK2 [10, 13],
to create subtitles for news programs or sportscasts in real time.
To minimize the delay when creating subtitles, respeakers must
repeat the speech clearly without delay or stammering such that
the repeated speech can be transcribed accurately by an ASR model.
Therefore, broadcasting stations assume professional respeakers
who have completed specialized training [30, 31]. For example,
Prazak et al. [27] described how Czech Television leverages res-
peaking, stating that respeakers are required to undergo 75 hours of
in-house training. In addition,Waes et al. [43] found that respeakers
are required to employ a variety of strategies to limit information
loss as much as possible.

Given that respeaking demands high proficiency, previous stud-
ies did not explore the possibilities of novice users transcribing
via respeaking extensively. In fact, the difficulties associated with
mastering respeaking were discussed by Ghyselen et al. [5] as a
reason why they did not adopt this approach for transcribing a
dialect corpus in their study. In addition, Sperber et al. [35] empiri-
cally demonstrated that the effectiveness of respeaking is strongly
dependent on how accurately the respeaker’s utterances are recog-
nized in a study where two speakers tried transcribing TED Talks
via respeaking. Vashistha et al. [40–42] employed a workaround in
their studies by adopting segmenting and majority-voting. Here,
they deployed crowdsourcing transcription tasks in which speech
data were divided into small segments (less than 6 s), and the speech
content of each segment was uttered by five crowd workers via
respeaking. The final transcription was obtained via a majority vote
among the recognition results of the repeated speech.

We expect that respeaking can be a powerful tool for speech tran-
scription if it is made easier for novice users. In addition, we believe
that it is especially efficient for transcribing unclear speech, which
is typically challenging using the conventional post-correction ap-
proach (Section 2.1). This is because respeakers will be able to utter
clear speech that is recognizable by ASR models without depending
on the quality of the original audio. Therefore, in this study, we
attempted to develop an effective interface to make respeaking
more accessible by novice users. By doing so, we aimed to demon-
strate its effectiveness in transcribing different types of unclear
speech, which, to the best of our knowledge, has not been explored
extensively in previous studies.

3 PROPOSED INTERFACE
In this section, we introduce the proposed BeParrot interface. We
first discuss two key features that help novice users perform res-
peaking based on the findings of previous studies that investigate
the training of respeaking. We then describe the implementation
of BeParrot in detail.

3.1 Design
In speech transcription tasks, an audio clip to transcribe is typi-
cally divided into short segments in advance, and each segment is
transcribed sequentially by users. In our case, we assume that each

2NHK is a Japanese government-owned public broadcasting station.

segment is transcribed via respeaking along with manual correc-
tion. However, as mentioned in Section 2.2, respeaking is a highly
challenging task that is difficult for novice users. Thus, prior to de-
veloping BeParrot, we referred to studies on training programs for
professional respeakers [29–31]. Based on the findings of these stud-
ies, we designed two features that we expected would help novice
users utilize respeaking without requiring extensive training.

The first feature is parameter adjustment that allows users to
control both the playback speed of the speech and the length of
each speech segment dynamically during the task. Relative to play-
back speed, Fresco [29] reported that, in some respeaker training
programs, trainees attempt to identify an optimal playback speed
through multiple steps. They stated that the optimal speed varies
significantly for different people, and the speed affects respeak-
ing performance. These observations informed us to design the
adjusting feature of the playback speed. In addition, the length of
each speech segment was made adjustable to allow users to control
their cognitive load during the task. In fact, Fresco [29] reported
that trainees identified “multitasking” as the most difficult aspect
of respeaking. Specifically, respeakers must clearly repeat what is
being said while listening to and remembering the speech, as we
discussed in Section 1. Thus, we anticipated that allowing users to
adjust the segment length based on their ability would be helpful.

In addition to making these two parameters adjustable by users,
we enabled BeParrot to automatically adjust the parameters based
on users’ interaction history. Specifically, if a user is experiencing
difficulty in respeaking (e.g., retrying a specific speech segment over
and over), BeParrot automatically reduces the playback speed and
segment length. This is because the effectiveness of such automated
adjustments has been confirmed previously in the development of
a tool to support language learning via speech shadowing [48].

The second feature is pronunciation feedback, where users are
prompted to be careful about pronouncing specific phonemes. Given
the nature of respeaking, utterances should be recognized accu-
rately by the ASR model, and respeakers must utter clearly without
stuttering or stammering [30]. Thus, we attempted to increase
awareness of certain phonemes in utterances that are difficult to
hear or are likely to be misrecognized by the ASR model. This feed-
back feature can be achieved by analyzing how users manually
correct the recognition results, which we describe in detail in the
next section.

3.2 Implementation
To realize these two key features, BeParrot was implemented in
the form of a web-based interface (Figure 1). We implemented
the interface in Japanese because we conducted a user study on a
Japanese crowdsourcing platform3, as we describe later in Section 4.

As mentioned in Section 3.1, the entire audio clip to transcribe
is first divided into short pieces using a voice activity detection
technique [34], specifically webrtcvad4. The split speech pieces,
which are approximately from 0.1 to 3 sec, are then concatenated
into a segment until its length exceeds the parameter specifying
the length of each speech segment using a greedy algorithm. Once

3https://www.lancers.jp
4https://github.com/wiseman/py-webrtcvad
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Playback Speed
Segment Length

Next
Redo

ASR Results

Respeak Results

Final Transcription

Help

Di�cult-to-hear Pronunciation

Misrecognized Pronunciation

Figure 1: BeParrot interface. The interface was implemented in Japanese, and each text outside the window indicates corre-
sponding meanings in English.

the parameter is adjusted either manually or automatically, the
concatenation is recalculated.

In BeParrot, a user is supposed to transcribe each of the concate-
nated segments in order via respeaking. Here, the user’s utterance
of a segment is recognized sequentially using a streaming ASR
model, and the recognition result appears in “Respeak Results” in
real time. Note that the user can edit errors in the text manually
using a keyboard if necessary. Once the transcription for the seg-
ment is finalized by clicking “Next,” it is concatenated to the entire
transcription shown in “Final Transcription.” Otherwise, if the user
wants to utter the same segment again, they can do so by clicking
“Redo.”

In a similar manner to the post-correction approach mentioned
in Section 2.1, the audio source to transcribe is recognized using an
ASR model in advance, and the result is presented in “ASR Results”
for reference. Here, the user can observe three transcriptions in
a row that correspond to the speech of the previous, current, and
post segment, respectively. In addition, there is a “Help” button in
the bottom-right area that the user can press at any time to view
information about the usage of BeParrot.

To achieve the parameter adjustment feature as described in Sec-
tion 3.1, we implemented two sliders, i.e., the “Playback Speed” and
“Segment Length” sliders, in BeParrot to allow users to adjust the
playback speed and segment length, respectively. Note that these
parameters are also adjusted automatically based on the interac-
tion records of the individual user. Specifically, if the user retries
uttering the same segment multiple times, BeParrot identifies the
user as having trouble uttering it without stuttering or stammering

and slows the playback speed by 0.85. If the user stops playback
in the middle of the segment, the user may encounter “multitask-
ing” difficulties with the long segment. Thus, BeParrot reduces the
length of consecutive segments automatically to the length they
stopped at with the decay parameter of 0.5.

The bottom-left area of BeParrot is used for the pronunciation
feedback feature introduced in Section 3.1. In “Difficult-to-hear
Pronunciation,” words that are not recognized by the streaming ASR
model and added manually by the user using the keyboard are listed
in the order of the number of additions. In addition, “Misrecognized
Pronunciation” presents a list of moras that are often misrecognized
by the ASR model based on how the user corrected the recognition
results of their utterances. This list is obtained by calculating the
optimal edit operations between the mora sequences of the original
and corrected word using the Wagner–Fischer algorithm [44]. The
calculated edit operations over speech segments allow BeParrot
to identify how many times each mora was corrected and to rank
those that are frequently misrecognized.

Here, two ASR models are employed in BeParrot; one processes
the audio clip in advance, and the other processes the user’s ut-
terances sequentially in real time. For the former model, we used
Conformer [7], which is one of the state-of-the-art ASR models
based on both Transformer and CNN architectures. The Conformer
model was trained on a Japanese corpus using ESPNet [46], which is
an open-source end-to-end speech processing toolkit. For the latter
ASR model, we used Google Speech-to-Text API5, which allows us
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to transcribe streaming audio in real time. The latency of respeak-
ing (i.e., from the time a user utters to the time the corresponding
recognition result appears on “Respeak Results”) is approximately
800 ms. Note that, when using BeParrot, the user is required to
wear headphones to avoid the original speech from being mixed
with the user’s utterances.

4 USER STUDY
To confirm the effectiveness of the proposed BeParrot interface, we
conducted a user study involving crowd workers. We asked the
workers to transcribe different types of speech data using BeParrot
or the conventional post-correction approach. Then, we compared
the time they spent in transcribing the same speech and the accu-
racy of the obtained transcriptions between the two approaches
(i.e., respeaking and post-correction).

4.1 Materials
For this user study, we prepared three types of speech data, i.e.,
clear, radio, and historical speech. Each type comprised two audio
clips of three minutes; thus, six clips in total were considered. In
addition, we recruited crowd workers in Japan (Section 4.2); thus,
we prepared the clips in Japanese.

The clear clips were taken from TED Talks recorded in a quiet
environment. The radio clips were prepared to evaluate the effec-
tiveness of BeParrot on noisy speech because they were taken from
a radio broadcast in which two professional speakers debated while
background music was played. The historical clips were more chal-
lenging because they were taken from two lectures from the 1970s.
These clips contain high levels of reverberation as well as noise be-
cause the lectures were recorded using a single microphone located
in a large auditorium.

For each clip, we prepared its transcription text as the ground
truth from the corresponding source (e.g., the TED website for the
clear clips) to evaluate the accuracy of transcriptions obtained in
this study. Using the ground truth, we confirmed in advance that the
clips were sufficiently unclear to transcribe using the ASR model
such that they resulted in a character error rate (CER) of more than
30%6 in Table 1.

4.2 Design
We employed a between-participant design across the baseline and
proposed conditions. Here, we did not include a condition where a
participant performs transcription tasks via respeaking without the
support of BeParrot, so to speak, vanilla condition. This is because,
in our initial exploration, we found that novice users could not
conduct respeaking in such a vanilla condition, which is attrib-
uted to the difficulties associated with conducting respeaking (see
Section 2.2).

For the baseline condition, we prepared a web-based interface
that allowed the crowd workers to transcribe speech using the post-
correction approach. Similar to the interface used by Gaur et al. [4],
the web-based interface comprised an audio player and presentation

5https://cloud.google.com/speech-to-text/docs/streaming-recognize
6As mentioned in Section 4.3, the value of WER generally correlates with the value of
CER, and thus, the higher value of CER indicates that the recognition results contain
more errors. In addition, the value of WER is usually higher than the value of CER.

of the recognition results obtained by the ASR model. We also
replicated keyboard shortcuts that Gaur et al. [4] implemented to
allow the workers to play/pause or rewind 5 s. After being presented
the instructions on how to use this interface, the workers assigned
to the baseline condition were asked to transcribe one of the six
prepared clips (Section 4.1).

For the crowd workers assigned to the proposed condition, we
provided BeParrot to transcribe the speech. Since we assumed work-
ers who are unaccustomed to respeaking, we asked them to first
practice the use of BeParrot by transcribing a clear speech of 30 s7
after watching an instructional video. This process took approx-
imately 3.5 minutes on average. Then, we asked the workers to
transcribe one of the prepared clips in the same manner as those
in the baseline condition. Here, the implementation of BeParrot
was customized to record workers’ interactions, e.g., retrying an
utterance, changing playback speed, and correcting errors using a
keyboard.

In addition, the workers were asked to complete a questionnaire
after they finished the transcription task. The questionnaire in-
cluded the items from NASA-TLX [3, 9] to compare the workers’
cognitive loads between the two conditions. In addition, for the
workers assigned to the proposed condition, there were questions
to collect their opinions regarding the usage of BeParrot, e.g., “how
useful was the parameter adjustment feature?,” “how useful was the
pronunciation feedback feature?,” and “please write down anything
else you noticed about the experience of using this interface.” Their
responses to these questions were later analyzed using open coding
[33] to enumerate major topics.

For each of the two conditions, we recruited 30 crowd workers
and randomly assigned them one of the six clips, resulting in five
workers for each clip. The recruitment process was performed on
a Japanese crowdsourcing platform, and they were paid approxi-
mately $10 for their participation. For the proposed condition, we
required the workers to use headphones or earphones (not speakers)
so they could perform respeaking, as we mentioned in Section 3.2.
In addition, to exclude data of workers who have an experience
of respeaking in the past, two of the authors independently exam-
ined the questionnaire responses from the workers of the proposed
condition; however, no cases confirmed.

4.3 Measure
To evaluate the effectiveness of BeParrot, we prepared two mea-
sures, i.e., time and character error rate (CER). Here, we measured
the time each worker spent transcribing clips of the same length
and compared this across the two conditions to verify whether
BeParrot contributed to the efficiency of the transcription task. We
also compared the CER of the obtained transcriptions to confirm
the effect of BeParrot on transcription accuracy. Note that CER is
widely used to evaluate the quality of transcription in languages
without space delimiters [14], including Japanese [12], because the
WER value calculated for such languages depends on the quality of
morphological analysis. Still, the value of CER generally correlates
with the value of WER while it is expected to be lower than WER,
as in Petridis et al. [26].

7We note that the clip of clear speech used for the practice was a recitation of a famous
children’s story and independent of the six clips we prepared in Section 4.1.
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Figure 2: Comparison of worker cognitive load based on
NASA-TLX (means and 95% confidence intervals).

4.4 Results
The results are shown in Table 1. According to the t-test, we found
that the workers assigned to the proposed condition spent signif-
icantly less time transcribing the radio (p = 0.037,d = 1.01) and
historical (p = 0.026,d = 1.08) clips. On the other hand, we could
not find significant differences in CER for all clips. These points
imply that BeParrot contributed to the reduction of the time re-
quired to transcribe unclear speech (32.1 % in total for the radio
and historical clips8) compared to the conventional post-correction
approach without reducing transcription accuracy significantly.
The fact that the time required to transcribe clear speech was not
significantly different reconfirms the findings of previous studies
suggesting the effectiveness of the post-correction approach for
clear speech (Section 2.1).

In addition, it is notable that the baseline condition showed
a significant increase in the time required to transcribe unclear
speech (p = 0.004) according to the one-way ANOVA. Here, the
recognition results for the radio and historical clips obtained by
the ASR model that were presented to the workers exhibited a CER
value that was greater than 30 %. Thus, the time increase can be said
to be analogous to previous studies [4, 36], which demonstrated
that recognition results in the post-correction approach should be
sufficiently accurate (e.g., less than 30 % WER). On the other hand,
the proposed condition did not exhibit a significant difference in
the time spent across the three types of speech. This highlights
the effectiveness of BeParrot, as it did not exhibit a time increase
against such unclear speech.

We also compared the workers’ responses for the NASA-TLX
items between the two conditions in the same manner as Zhang et
al. [48]. The results are shown in Figure 2, where the higher score
indicates a higher stress level for each of the six items. In total,
we could not find a significant difference in the obtained scores,
which implies that BeParrot allowed the workers to complete the
transcription task without requiring extra stress compared to the

8100 − 1823.2 (radio, proposed)+ 1408.4 (historical, proposed)
2758.1 (radio, baseline)+ 2004.6 (historical, baseline) = 32.14(%)

Figure 3: Transition of playback speed in the relative time
of the transcription task (each line represents the transition
of different workers assigned to the same clip).

conventional post-correction approach. However, the scores indi-
cate that the amount of physical effort required for the transcription
task was reduced with the proposed condition. This suggests that
respeaking is less physically demanding compared to correcting
erroneous recognition results using a keyboard.

Furthermore, the logged interaction records of the workers sug-
gested the effectiveness of the parameter adjustment feature. For
example, Figure 3 shows the transition of the playback speed that
the workers assigned to the same clip experienced as a result of the
manual and automated adjustment. As can be seen, the playback
speed was gradually reduced automatically until it reached a spe-
cific value that seemed to be an optimal value for each worker. In
other words, the playback speed BeParrot stopped slowing down
(i.e., the speed that allowed each worker to perform respeaking
without retrying) differed for each worker. This confirms our de-
sign rationale (Section 3.1), which was based on the report by Fresco
[29]. In addition, from the point that the worker denoted by the
purple solid line increased the playback speed at the last part of the
task, we can infer that the worker got familiar with respeaking and
did so. While we further discuss in Section 4.5, we consider that
these results suggest the effectiveness of the design of BeParrot.

4.5 User Comments
As explained in Section 4.2, we asked the crowd workers assigned
to the proposed condition to complete a questionnaire and analyzed
their responses. Overall, they considered BeParrot to be useful and
expressed their willingness to continue using it.

This was my first time using this kind of transcription
tool, but once I got used to it, I was able to transcribe
a little faster, which I found very useful.
I felt that using the voice input function would make
the transcription process smoother and less stressful.
It was very easy because what I had to do was limited
to minor adjustments as long as I focused on listening.
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Table 1: Time crowd workers spent transcribing and CER of the obtained transcription.

Speech type Time CER (%)

Baseline (s) Proposed (s) Reduction (%) ASR Baseline Proposed

Clear 1632.7 (±224.6) 1505.8 (±426.8) 7.8 6.16 3.73 (±0.57) 5.75 (±1.02)
Radio 2758.1 (±273.6) 1823.2 (±253.4) 33.9 30.72 19.05 (±1.56) 24.81 (±2.69)

Historical 2004.6 (±205.0) 1408.4 (±140.4) 29.7 48.18 29.25 (±5.16) 29.10 (±2.17)

In addition, our design of BeParrot, which we described in Sec-
tion 3.1, received positive comments. In particular, the workers
frequently commented on the parameter adjustment feature. For
the playback speed, some workers indicated the usefulness of the
control slider, and others mentioned that the automated speed ad-
justment was effective.

Every time I retried the transcription, it automatically
slowed down the playback speed, which saved me
from having to do it myself and made the task easier.
The slowing down of the playback speed made it eas-
ier to listen and was very useful for correcting mis-
takes.
It played faster the first time and slower since the
second time, which was helpful in allowing me to
transcribe more efficiently and accurately.

We found responses indicating that, as well as the adjustment
of the playback speed, the adjustment of the segment length eased
the complexity of respeaking.

When the segment was long, I had my hands full
memorizing the content, and it was difficult to read
it aloud simultaneously. Thus, I actually utilized the
adjustment feature. When dealing with complicated
contents or unfamiliar fields, I think that the length
adjustment function is indispensable to make sure
that I can understand each phrase. Then, the relisten-
ing to long segments can be avoided, and the time
required in total can be shortened.
I felt it very difficult to transcribe a long segment. The
system then automatically adjusted the length of the
segment to be shorter, and after that, the transcription
process became much easier.

These responses confirm that the parameter adjustment feature
helped novice users overcome the difficulty of respeaking, as we
intended (Section 3.1). We note that this feature is newly introduced
for respeaking with BeParrot. Previous applications of respeaking
to the subtitle creation for television programs (Section 2.2) did not
allow such a feature since changing the playback speed or retrying
the same segment makes it impossible to create subtitles in real
time.

For the feedback feature, some workers said that it helped them
become more aware of their pronunciation habits.

The presentation of the number of incorrect pronun-
ciations was very helpful. I realized that I have a bad
tongue and I needed to be more careful in my daily
life.

It was useful because it made me aware of my pronun-
ciation, especially about the “la” and “na” columns
[moras starting with the consonants of “l” and “n”] that
were displayed as often mispronounced.

However, some responses suggested that monitoring the feedback
while respeaking was difficult.

I was engrossed in uttering what I heard and did not
look at the feedback at all.
My mind was so occupied with the transcription task
that I did not think to refer to it much.

One worker mentioned that they had trouble improving their pro-
nunciation from the display.

The presentation of pronunciations that tend to be
misrecognized let me carefully utter them. Still, they
were not recognized accurately.

These responses suggest that there is room for improvement re-
garding the presentation of the feedback. For example, showing the
feedback after a user completes a transcription task is a possible
option to ease the difficulty of referring to the feedback during
respeaking. This would give them time to reflect on the feedback
and consider how to improve their pronunciation in future tasks.
Computationally providing auditory feedback might also be helpful
for them to improve their pronunciation [23].

5 LIMITATION AND FUTUREWORK
The results presented in Sections 4.4 and 4.5 demonstrate the effec-
tiveness of BeParrot as a tool for transcribing unclear speech. The
results also indicate that its design (i.e., the parameter adjustment
and pronunciation feedback) helped novice users perform respeak-
ing. In this section, we discuss current limitations of our work and
consider potential future research directions.

First, as the key component of BeParrot, we assume that the
accuracy of the ASR model that recognizes respeakers’ utterances
should be high. This limits the applicability of BeParrot; it can
be difficult to use BeParrot for speech for which accurate ASR
models have not been developed (e.g., speech in languages with
low resources). Consequently, evaluations in various languages and
cultural backgrounds would be demanded to increase the generality
of our results [15].

Second, despite our efforts to use different types of audio clips
(Section 4.1), we need to evaluate the effectiveness of BeParrot
when it is used to transcribe more diverse types of speech. For
example, given the nature of respeaking, the difficulty of using
BeParrot may increase when the speech to transcribe contains
spontaneous conversation by multiple people with many overlaps.
The effectiveness of BeParrot in transcribing longer speech (e.g.,
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over an hour) is also worth to be examined. Such a study will further
clarify its longitudinal learning effect, which includes both that a
user becomes increasingly familiar with the interface and that the
user improves their pronunciation based on the feedback feature.
Longer transcription tasks would also reveal the effect on users’
cognitive load compared with conventional approaches.

As one of the future works, we want to further investigate how
BeParrot can be used to transcribe historical speech recordings, as it
has many use cases, e.g., an analysis of dialect variations [28] and an
exploration of historical information [6].We believe BeParrot can be
especially effective in these cases because the noise or reverberation
conditions of such historical recordings are often unknown. Then,
it would be challenging to improve the transcription accuracy using
signal processing techniques for noise and reverberation reduction
and data augmentation techniques in the training of ASR models.

Another futurework includes the online adaptation of the stream-
ing ASR model for each user based on their interaction records.
Although we utilized the records to facilitate their respeaking via
the automatic parameter adjustment and pronunciation feedback,
updating the ASR model on the spot such that it is tuned for a spe-
cific user could further improve the effectiveness of BeParrot. This
is feasible via further engineering efforts because we can obtain
the corrected transcription and the corresponding utterance during
user interactions. We will explore how such online adaptation of
the ASR model can increase the accuracy of the transcription of
users’ utterances and help their transcription tasks overall.

6 CONCLUSION
In this paper, we proposed BeParrot, an efficient interface for tran-
scribing unclear speech via respeaking. BeParrot features parameter
adjustment and pronunciation feedback to enable novice users to
conduct respeaking without extensive training. Through a user
study involving 60 crowd workers, we examined how BeParrot
helps users transcribe different types of unclear speech, such as
speech with high levels of noise or reverberation. The results
demonstrate that, compared with a conventional approach, BePar-
rot makes transcription tasks of unclear speech 32.2 % faster without
losing the accuracy of transcriptions. From this study, we can infer
that transcribing unclear speech should be still hard for either a
human or a computer alone. At the same time, BeParrot would be
an illustrative example in which humans and computers achieve
promising results in such a task by working together via a dedicated
interface.
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