
2422 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 30, 2022

Deep Learning Approaches in Topics of Singing
Information Processing
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(Overview Article)

Abstract—Singing, the vocal productionof musical tones, is one
of the most important elements of music. Addressing the needs of
real-world applications, the study of technologies related to singing
voices has become an increasingly active area of research. In this
paper, we provide a comprehensive overview of the recent develop-
ments in the field of singing information processing, specifically in
the topics of singing skill evaluation, singing voice synthesis, singing
voice separation, and lyrics synchronization and transcription. We
will especially focus on deep learning approaches including modern
representation learning techniques for singing voices. We will also
provide an overview of contributions in public datasets for singing
voice research.

Index Terms—Singing information processing, singing voice,
singing skill evaluation, singing voice synthesis, singing voice
separation, lyrics synchronization, lyrics transcription.

I. INTRODUCTION

S INGING, the vocal production of musical tones, is so fun-
damental to humans that today, we rarely wonder about its

origins. Voice is presumed to be the oldest musical instrument,
and there is evidence of singing being universally present in
human culture since antiquity [1]. Scientists have argued that
the ability to produce something melodic, such as humming and
mother-infant vocalizations, may have preceded the ability to
form the consonants and vowels to make meaningful speech [2].
But what is the purpose of singing? Before written language,
stories were passed down to generations through songs, as songs
are often more memorable. Chants and hymns were part of
religious rituals, and tales of history and heroics were often
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in the form of ballads and epics. From a broad evolutionary
perspective, there are several theories about why singing was
beneficial for humans1.

Although the origins of singing are still debated, what cannot
be denied is its ability to evoke emotions and the role it plays
in everyone’s lives. We listen to emotional singing to change
our mood, or hum to our favorite song in the shower. The
immense popularity of singing idol shows, music channels,
radio stations, online music services, and karaoke applications
shows how we are so surrounded by singing in our daily
lives today. Singing has educational [3], entertainment [2], and
therapeutic [4], [5] value, which prompts academia and indus-
try to investigate methods to characterize different aspects of
singing voice, for applications such as singing skill evaluation
and singing synthesis. A research field of such broad studies
related to singing technologies is named singing information
processing [6], [7], and the previous overview article on singing
information processing [8] covered the topics of singing syn-
thesis, lyrics transcription and synchronization, vocal timbre
analysis, music information retrieval based on singing voices,
and singing skill evaluation from the perspective of the tradi-
tional methods of handcrafted features and parametric statistical
modeling.

Singing and speech have commonality since they share the
same underlying voice organ that consists of three units [9]: the
breathing apparatus, the vocal folds, and the vocal tract. Due to
their commonality, methods developed for solving problems in
the speech domain can serve as a foundation for similar problems
in the context of singing voice. In this paper, we focus on singing
information processing topics that analyze and characterize
singing voice, while also being inspired by the commonality
between singing and speech. However, the wide variation in the
units of the voice organ manifests itself as differences between
singing and speech voices. For example, controlled manipula-
tion of the vocal fold vibrations results in larger pitch variation
in singing than in speech. In singing, vowels are often stretched
in time to sustain musical notes, whereas in speech, the duration
of vowels is comparatively small and less varying. Moreover,
singing voice often contains embellishments in pitch such as
vibrato. Due to those differences, the methods developed for
speech voice have not always been directly applicable to singing

1https://www.economist.com/christmas-specials/2008/12/18/why-music
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Fig. 1. Overview of the research topics according to the predominant singing
voice attributes, i.e. prosody and articulation.

voice [10], [11], and various methods specific to the singing
voice have been developed.

With the advent of deep learning and modern representation
learning techniques, in this paper, we provide an overview
of the recent advances of singing information processing in
four important topics: singing skill evaluation, singing voice
synthesis, singing voice separation, and lyrics synchroniza-
tion and transcription. Singing voice can be characterized
broadly and independently using two main aspects: prosody and
articulation. Prosodic attributes such as pitch, rhythm, and ex-
pressive elements such as vibrato [12], [13] represent the way
the musical notes of a song are sung by a singer. Articulation-
related attributes represent the way the lyrical contents of the
song, consisting of words or phonetic sequences, are uttered.
Statistical modeling of the prosodic aspect of singing voice is
important for problems such as singing skill evaluation, whereas
modeling the articulation aspect of singing voice is needed for
tasks such as lyrics synchronization and transcription. Singing
voice synthesis and singing voice separation involve modeling
both the prosody and articulation aspects of singing voice.
Fig. 1 provides an overview of the topics elaborated in this
paper according to the singing voice attributes predominantly
modeled.

This paper is organized as follows. In Section II, we give
a short description of basic terms and concepts from music
theory. In Section III, we formulate and discuss various tech-
niques for singing skill evaluation. In Section IV, we discuss the
developments in the area of singing voice synthesis. Section V
will provide an overview of the techniques of singing voice
separation from polyphonic music. In Section VI, the topics
of lyrics-to-audio alignment and lyrics transcription will be
discussed. In Section VII, we will summarize the datasets that
have been made publicly available for singing research in the
music information retrieval (MIR) community. We conclude in
Section VIII.

II. MUSIC FUNDAMENTALS

In this section, we briefly describe some fundamental concepts
and terms of music and singing voice that will be referred to in
the rest of the paper.

A. Pitch and F0

Pitch represents the perceived fundamental frequency of a
sound [14]. The fundamental frequency, which is the rate of
vibration of the vocal folds, is referred to as F0 [15]. Vocal fold
vibration results in puffs of air which in turn result in pressure
variations, which reach our ears as sound [9]. F0 is measured
in terms of frequencies (in cycles per second, or Hertz). Strictly
speaking, the pitch is a perceptual attribute, though the F0 is a
physical attribute, but the term pitch is often used to refer to F0.

A sung vowel, like any other periodic signal, has a spectrum
with energy primarily at integer multiples of F0; these separable
signal components are called the harmonics of F0. The F0 range
of singing voice is much larger than that of speech. For males,
the F0 in singing voice can typically vary from 70 to 500 Hz and
for females, from 150 to 700 Hz [9].

Pitch is a perceptual attribute of a sound, perceived on a
real-valued scale. In signals with clear harmonic structure, like
singing, the perceived pitch of a sound is almost perfectly
predicted by its F0. Human pitch perception is approximately
logarithmic with respect to F0, i.e., constant pitch changes in
music refers to a constant ratio of F0s. The perceived distance
between the pitches 220 Hz and 440 Hz is the same as the
perceived distance between the pitches 440 Hz and 880 Hz. Each
of those distances corresponds to an octave, and twelve-tone
equal temperament divides an octave into 12 intervals equally
spaced on a logarithmic scale, called semitones.

B. Musical Note and Melody

A musical note typically represents the pitch and the dura-
tion of a sound in musical notation (score). A note can also
represent a pitch class. A pitch class is all pitch values related
to each other by an octave, which, in Western music, is also
referred to as chroma [16]. Assuming the equal-tempered scale,
there are twelve chroma values that consist of the twelve pitch
spelling attributes as used in the Western music notation. For
example, the pitch class C consists of the Cs in all octaves. Pitch
class is derived from the fact that human pitch-perception is
quasi-periodic and pitches belonging to the same pitch class are
perceived as having a similar tonal quality. One main property
of chroma features is that they capture harmonic and melodic
characteristics of music, while being robust to changes in timbre
and instrumentation.

Melody is the temporal sequence of musical notes [17], i.e., a
linear succession of musical notes that the listener perceives as a
single entity. For singing voice, the pitch contour is not just made
up of discrete horizontal lines corresponding to distinct steady
notes, but is a continuously evolving curve that has macro and
micro-tonal pitch movements and expressive musical elements.

C. Lyrics

Lyrics are words that make up a song, usually consisting
of verses and choruses. In popular music, when two or more
sections of the song have almost identical music accompaniment
but different lyrics, each section is considered as a verse. On the
other hand, chorus refers to the repeated sections of the song
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having the same or similar set of lyrics. Chorus may contrast
with the verse melodically, rhythmically, and harmonically, may
assume a higher level of dynamics and activity, and is often with
added background instruments.

The notion of rhythm occurs in the lyrics, which is the mea-
sured flow of words and phrases as determined by the relation
of long and short, or stressed and unstressed syllables [18], [19].
In music, prosody is the way the composer sets the lyrics of
a vocal composition in the assignment of syllables to notes in
the melody. One syllable of a word in the lyrics is generally
assigned to one musical note [20], [21]. As observed in [22],
the frequency of one note corresponding to one syllable is much
higher than more than one note corresponding to one syllable
or one note corresponding to more than one syllables. Thus,
syllable duration is closely related to the musical note duration,
i.e., one steady note duration is likely to correspond to one
syllable duration [20].

III. SINGING SKILL EVALUATION

Singing has been a popular medium of entertainment and
a desirable skill. It is also used for rehabilitation and therapy
for treating speech disorders such as aphasia [4], [5], [23].
This prompts researchers to study computer-assisted singing
learning [24]–[26]. Recently, karaoke singing apps and online
music/video sharing services have provided a platform for peo-
ple to practice, to learn and to showcase their talent. Therefore,
automatic singing quality assessment has become an active
research area to provide meaningful feedback to singers or to
aid music therapy for speech rehabilitation [27].

Singing skill evaluation or singing quality assessment often
refers to the degree to which a particular vocal production meets
professional standards of excellence. For reliable assessment,
it is important to identify vocal attributes that relate to human
ratings and objectively define singing excellence. Past studies
have identified several perceptual singing-voice parameters that
play a significant role in subjective evaluation of singing skill.
One study described twelve generally accepted criteria used
in the evaluation of Western classical singing by expert music
teachers [28], which are: appropriate vibrato, resonance/ring,
color/warmth, intensity, dynamic range, efficient breath man-
agement, evenness of registration, flexibility, freedom through-
out vocal range, intonation accuracy, legato line, and diction.
Oates et al. [29] proposed an auditory-perceptual rating scale
for operatic singing voice, which consisted of five perceptual
parameters, appropriate vibrato, ring, pitch accuracy, evenness
throughout the range, and strain, and these parameters were
proven to be unambiguous and covered all aspects of operatic
voice. Nakano et al. [30] and Goto [8] also summarize acoustic
parameters related to singing skill. However, those parameters
may not be suitable for evaluating a non-trained or a novice
singer. For example, as first studied by Sundberg et al. [31],
the presence of singing formant, which is an additional vocal
resonance, is typically observed in operatic style of singing.
Such an operatic style is a specific way of singing that, one may
argue, can be unsuitable and undesirable for singing lessons or
karaoke performances, especially for beginners [32].

Fig. 2. Diagram of a typical reference-dependent singing skill evaluation sys-
tem that includes a time-alignment algorithm, an element comparison module,
and a score fusion module.

Cao et al. [33] summarized five perceptual evaluation criteria
for assessing non-trained singers. Those perceptual parameters
were: intonation accuracy, described as singing in tune, where
suitable key transposition is allowed; rhythm consistency, de-
scribed as singing with appropriate tempo speed, where slight
tempo variation is allowed; timbre brightness, described as
brilliance of tone, a sensation of brightness of spectrum; vocal
clarity, described as vocal vibrations of a clear, well-produced
tone; and overall performance, described as the overall eval-
uation integrating all perceptual parameters. It is important to
note that the perceptual parameters and criteria for assessment
could differ between different singing styles and genres such as
traditional Indian music [34], [35] or Jingju music of Beijing
Opera [36], [37]. While music performance research has been
inclusive of various musical genres, the vast majority of studies
have been concerned with Western music [38]. Therefore, the
remainder of this section focuses primarily on Western popular
music.

The aim of computational techniques for evaluating singing
skill is to derive objective metrics that measure the quality
of a singing rendition in the same way as music experts do.
Automatic singing skill (or quality) evaluation methods seek to
provide quantitative measurement of the quality of a singing
rendition on the basis of all or a subset of the perceptual
criteria that humans use, to provide meaningful feedback to
the singers. There have been broadly two approaches for au-
tomatic singing skill evaluation [39]–[41]: reference-dependent
and reference-independent. In the following, we will introduce
both approaches, but since deep learning approaches have not yet
been popular for reference-dependent singing skill evaluation,
we will focus more on reference-independent evaluation based
on deep learning.

A. Reference-Dependent Techniques

Conventionally, the earliest methods for automatic singing
skill evaluation relied only on the comparison of a test singing
rendition against an ideal reference, such as the MIDI (Musi-
cal Instrument Digital Interface) notes/score of the song or a
professional singing rendition of the song, as shown in Fig. 2.
Such techniques have already been widely adopted for automatic
evaluation of karaoke singing, where the reference and test
sequences are of the same length and synchronized thanks to
the same background music. However, when they are not of
the same length and/or not time-synchronized, a time-alignment
algorithm such as dynamic time warping (DTW) is required.
After comparing the input test singing with the reference, these
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methods for singing skill evaluation produce scores on musical
elements, such as pitch, rhythm, and volume-related features.

1) Intonation Accuracy: Intonation accuracy or pitch accu-
racy evaluation has been the most common method for singing
quality assessment, primarily because studies have shown that
intonation accuracy is one of the most important perceptual
parameters when music experts assess singing quality [42], [43].
In one of the earliest studies, Lal [44] proposed a pitch-based
similarity measure to compare a test singing clip to the reference
singing clip. In another study, Tsai and Lee [32] proposed
an automatic evaluation system for karaoke singing in which
they computed the Euclidean distance of the note sequence of
test singing voice from that of the intended reference song,
time-aligned with each other using DTW, to compute the pitch
accuracy rating. Other reference-dependent techniques [13],
[33], [45] have also been proposed.

Although MIDI notes used as the reference approximately
represent the sequence of sung notes, they are unable to represent
human voice since singing voice comprises of pitch transitions,
modulations, and different voice timbres. Therefore, studies for
singing quality assessment have explored comparison with an
ideal reference singing rendition [43], [46], [47], instead of the
MIDI notes of the song. The drawback of this approach is that
the choice of an ideal singing rendition is subjective. Moreover,
such a gold standard reference for comparison limits the scope
of creative deviations of a singer.

2) Rhythm Consistency: Rhythm consistency is another im-
portant feature for singing evaluation. Tsai and Lee [32] evalu-
ated rhythm by comparing the note-onset strength of the back-
ground accompaniment of karaoke to that of the test singing.
Molina et al. [48] and Lin et al. [49] designed a method to
evaluate rhythm in the absence of background accompaniment
by aligning the test pitch contour with the reference pitch contour
using DTW, and obtained the rhythm score by computing the
deviation of the optimal path in the DTW cost matrix from
its straight line regression fit. Here, a straight line with an
angle different from 45 degrees represents a good rhythmic
performance but at a different tempo from the reference, which
is not penalized by this measure. So the deviation of the optimal
path from the regression line (which may not be at 45 degrees)
serves as an indicator of the rhythm accuracy. As an extension to
this idea, Gupta et al. [47] used the sequence of MFCC vectors,
instead of the error-prone pitch contours, to compute the DTW
alignment between the reference and test singing renditions.
The assumption was that if the sequences of phonemes and
words are uttered correctly, MFCC would capture the spectral
characteristics of the uttered words, thus making this rhythm
measure independent of inaccurate pitch estimation.

3) Perceptual Quality: According to music psychology stud-
ies of human perception, humans first convert the perceived
singing audio into a weighted representation of the identified
perceptual parameters [50], and then make a judgment of overall
quality in a holistic manner [28], [29], [43]. For example, Nakano
et al. [12] fuse features derived from intonation and vibrato to
classify recordings of professional singers as either ‘good’ or
‘bad’ and achieve an accuracy of up to 87%, depending on the
gender of the singer, though it is reference-independent. Gupta et

al. [47] presented a reference-dependent measure of evaluation
called perceptual evaluation of singing quality (PESnQ) where
localized errors in time and frequency (e.g. certain phrases sung
with bad pitch or bad rhythm) have a greater subjective impact
than distributed error. Furthermore, Gupta et al. [43] explored
early and late fusion of pitch, rhythm, timbre, and vibrato related
features to map those objective features to the overall singing
quality judgment scores by human music experts. They found
that the late fusion method achieved a higher correlation with
human judgment than early fusion.

4) Discussion: An advantage of reference-dependent
singing skill evaluation is its ability to provide detailed
feedback both in terms of different perceptual parameters as
well as the temporal location at which errors occur. A drawback
is that this approach is inevitably constrained either by the need
for a reference singer/singing or the availability of digital sheet
music for a song.

All of the above techniques introduced for reference-
dependent singing skill evaluation are not based on deep learn-
ing; deep learning has not yet been used for reference-dependent
singing skill evaluation. There have been some recent studies on
deep learning approaches for assessing piano performances [51]
and flute performances [52]. In both of these works, the reference
and the test are encoded to a latent space through a stack of
CNNs which are then compared to predict the human assessment
ratings. Such approaches could be possibly explored for singing
performances in future.

B. Reference-Independent Techniques

Studies have shown that music experts can evaluate singers
with a high level of consensus even when the song is new to
them [30], which implies that there are underlying inherent
characteristics of singing quality that differentiate between good
and poor singing. This motivates the investigation of singing
quality assessment without a reference [12]. While reference-
independent techniques are much desired in practical applica-
tions, there are not many studies in the literature. A summary of
recent studies is shown in Table I. In general, the reference-
independent techniques can be grouped into two categories:
characterization of singing techniques, and data-driven learning
approaches.

1) Characterization of Singing Techniques: This group of
methods characterize the features extracted from a singing
rendition on the basis of music theoretical rules and train a
classification or regression model with human assessment scores
as ground-truth to predict the overall singing quality score, as
shown in Fig. 3. Two types of singing characterization meth-
ods are employed: absolute that involves characterizing only
the test singing vocal input and relative that characterizes the
test singing vocal input in comparison to other singing vocal
inputs.

In an early study, Nakano et al. [12] designed an evaluation
scheme based on pitch interval accuracy and vibrato, which
are regarded as features that function independently from the
individual characteristics of singer or melody. They used pitch
interval accuracy to measure the averaged amount of the offset
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TABLE I
SUMMARY OF RECENT REFERENCE-INDEPENDENT APPROACHES FOR SINGING SKILL EVALUATION

†[59] Code: https://github.com/AME430/Towards-Training-Explainable-Singing-Quality-Assessment-Network-with-Augmented-Data.git.
‡[22] Code: https://github.com/AME430/TOWARDS-REFERENCE-INDEPENDENT-RHYTHM-ASSESSMENT-OF-SOLO-SINGING.git.
Note that we include the performance indicators as reported in the papers, which may not be comparable across rows as the test datasets are different.

Fig. 3. Diagram of a typical reference-independent singing skill evaluation
system that employs singing characterization method for quality assessment.

of the logarithmic-scale F0 values of the singing within a mu-
sical semitone grid (corresponding to equal temperament in the
Western music tradition). Before computing the pitch interval
accuracy, the tuning of the semitone grid is first adjusted by
shifting it along the frequency axis so that the grid can be best
matched with the F0 values. If the F0 values tend to have small
offsets from the semitone grid throughout the song, then the pitch
interval accuracy becomes high and the singing is considered
to be of good quality. There were also studies that primarily
measure the quality of pitch histogram [53]–[55].

With the immense amount of online uploads on singing
platforms, Gupta et al. [39] leveraged the comparative statistics
between singers as well as music theory to derive a leaderboard

of singers, where the singers are rank-ordered according to their
singing quality relative to each other. They designed inter-singer
relative measures based on the hypothesis that given a song that
has a particular sequence of notes and a rhythm, it can be sung
correctly in one or a few consistent ways, but incorrectly in
many different, and dissimilar ways. The good singers would
share many characteristics such as the frequently hit notes, the
sequence of notes, and the overall consistency in the rhythm of
the song, but different bad singers will deviate from the intended
song in different amounts and ways. They proposed a framework
to combine these inter-singer relative distance measures with
the pitch histogram-based intonation measures to provide a
comprehensive singing quality assessment without relying on
a reference. A linear combination of the rank ordering provided
by each of these measures showed a Spearman rank correlation
of 0.71 with human judgments.

2) Data-Driven Learning Approaches: With the advent of
deep learning, computational neural network solutions have
been explored for reference-independent singing skill evaluation
that does not depend on handcrafted features. The success of
deep learning methods relies on the design of network archi-
tecture as well as feature representation. Zhang et al. [56] pro-
posed a convolutional neural network (CNN) architecture named
Bi-DenseNet that used magnitude spectrograms as input repre-
sentation and was trained in a supervised way to discriminate
good singing renditions from poor quality singing renditions.

https://github.com/AME430/Towards-Training-Explainable-Singing-Quality-Assessment-Network-with-Augmented-Data.git
https://github.com/AME430/TOWARDS-REFERENCE-INDEPENDENT-RHYTHM-ASSESSMENT-OF-SOLO-SINGING.git
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This network consisted of input convolutional layers, followed
by bi-dense blocks, where each bi-dense block consisted of two
parallel convolution filter banks, one with horizontal filters, and
the other with vertical filters. This framework accounted for
the multi-scale temporal and spectral features of singing voices
through the proposed bi-dense blocks. Wang and Tzanetakis [60]
utilized CNNs in a Siamese architecture trained on both Mel-
spectrograms and constant-Q transforms (CQT) to investigate
singing style. CNNs convolve the input with learnable kernels
and are efficient at learning localized features.

To improve the encoding of long-term temporal dependencies,
recurrent neural networks (RNNs) are studied. RNNs calculate
the output of a time step from both the input of this time step
and the hidden state of the previous step. Moreover, RNNs can
process the output of a CNN to form a convolutional recurrent
neural network (CRNN). In this case, the initial convolutional
layers capture local information, and the recurrent layer sum-
marizes it along time. Pati et al. [61] trained a fully CNN on
pitch contours and a CRNN model on Mel-scaled spectrograms
(Mel-spectrograms) to assess music performances of pitched
wind instruments.

Huang et al. [58] adopted the CRNN architecture to learn
features from the input and predict evaluation scores of singers
in a supervised training setup, thus, using CRNN for abso-
lute characterization of singing vocalization as in Fig. 3. Mel-
spectrogram, CQT, and chromagram input features were com-
pared. CQT, which uses geometrically spaced frequency bins to
ensure that the Q factors (i.e., the ratio of the center frequencies
to bandwidths) of all bins are constant, was found to have the
best performance in predicting singing quality score. CQT, in
general, is found to be well suited for representing music data,
since because of the constant Q factor, it can capture essential
audio information from both low and high frequencies with
sufficient resolution. In addition, Huang et al. [58] incorporated
pitch histogram as a conditioning vector appended to the em-
bedding from the CRNN. This hybrid framework of spectral
features and pitch histogram (CPH-CRNN) showed the best
performance, with a Spearman rank correlation of 0.76 with
human judgments, for a large test set of unseen singers. The pitch
histogram helped in capturing information related to intonation
accuracy, while other rhythm and timbre related parameters are
captured through the spectral features. However, for unseen
songs, although the hybrid CPH-CRNN framework performed
better than CQT-CRNN, the Spearman rank correlation with
human judgment dropped to 0.56. One reason was that only
four unique songs (each sung by 100 singers) were present in
the training data. Such a small number of unique songs made
the model not general enough across different songs.

Gupta et al. [57] incorporated a twin-neural network consist-
ing of a CRNN framework for each branch where the inputs are
Mel-spectrograms, along with pitch histograms as a condition-
ing vector, similar to [58]. They used a comparative loss, instead
of a contrastive loss, to train this twin network. This loss was
designed in such a way that the network learns which of the
two input singing voices is more preferable in terms of singing
quality. Many such comparisons lead to a rank-order of singing

voices. The advantage of such a comparative network is that the
two arms of the network would be able to project each singing
voice input to a compressed latent space that only represents
the discriminatory singing quality properties independent of the
song or the singer. Indeed, the rank correlation of the output of
this framework was 0.65 when compared to human judgment on
unseen songs test set. However, the drawback of this comparative
framework is that at the time of inference, a given test singing
audio needs to be compared against all other existing singing
renditions in the database to find its right rank position.

Although these data-driven methods have achieved good per-
formance, they depend on a dataset annotated by music experts,
which is not easily scalable. The lack of annotated datasets has
been a major hurdle in singing skill evaluation research. Li et
al. [59] used pitch shifting as a data augmentation technique to
create negative examples of singing quality from a dataset that
consisted of only professional grade singing voices singing a rich
variety of songs (86 distinct songs). Upon training the same net-
work as in [58] with this augmented dataset, the experiment with
unseen songs and singers showed better performance than [58].
Similarly, Gupta et al. [22] used time-scaling of phonemes as
a data augmentation technique to create negative examples of
rhythm quality of solo-singing voices from the professional
grade dataset.

In the recent data-driven methods [57], [58], [62], neural
network frameworks have been employed to learn implicit fea-
tures from the time-frequency representations of the singing
voice, allowing the model to learn the inherent characteristics of
singing voice through supervised learning while not depending
on a reference singing rendition. However, they are trained to
only give an overall assessment score, as such a score is the
only human annotation practically available for large datasets.
Therefore, such systems are unable to provide detailed feedback
to the singers about their singing quality in terms of musical
parameters such as pitch accuracy and rhythm correctness. Li
et al. [59] used an augmented dataset that contained artificial or
pseudo ground-truths of pitch accuracy score to train a multi-task
CRNN framework to simultaneously predict pitch accuracy
score and overall singing quality score. This was the first step to-
wards an explainable singing-quality-evaluation neural network
in a reference-independent setting. Exploring the correlation
between syllable duration and note duration, Gupta et al. [22]
proposed a rhythm representation based on syllable duration,
i.e., syllable duration histogram as an indicator of rhythm quality
in a solo singing rendition when the musical score information
is not available. They incorporated this rhythm representation
as a conditioning feature in CRNN framework.

C. Comparison of Reference-Dependent and Independent
Methods

Reference-dependent methods have the advantage of provid-
ing detailed feedback to the singers about their singing quality in
terms of musical parameters such as pitch accuracy and rhythm
correctness, and also providing an assessment for every short
duration of singing, making them a popular technique for use
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in karaoke applications with real-time feedback. They, however,
require a reference and assume that the reference is a perfect
model that should be reproduced by a singer. On the other hand,
the existing reference-independent methods have the advantage
of not needing a reference for every song, and rather allowing the
singer to be different from a reference while following suitable
singing practices. Data-driven reference-independent methods
based on deep learning, however, require a dataset of overall
assessment scores annotated by music experts for training data,
and cannot provide detailed feedback to the singers since they
typically provide only an overall score. Although some meth-
ods [22], [59] have attempted to provide an explainable score
using data augmentation techniques, much needs to be done to
build standard training and test datasets with human labels that
go beyond an overall assessment score. As reported in [39], the
longer the singing input, the better the prediction accuracy. So,
these methods are not yet suitable for real-time feedback.

D. Future Directions

Research in singing skill evaluation has mainly focused on the
evaluation of the fundamental qualities of singing vocals, such as
pitch and rhythm. Deeper levels of singing quality assessment,
such as expressions, emotions, flexibility, creativity, and person-
ality, require further studies. While a lot of work has been done
for popular karaoke-style singing, objective measures across
different genres and styles of singing need further investigation.
For example, the criteria of evaluation of a rap singing will be
different from that of a jazz singing, or a Chinese opera singing
from a Western classical singing.

Since reference-dependent and independent methods have
complementary properties, their possible combinations would
also be an interesting direction of research in the future since
such combinations could benefit from their relative advantages.

IV. SINGING VOICE SYNTHESIS

Singing voice synthesis (SVS) has been an active research area
for a long time [63], [64]. It is common to synthesize the singing
voice from written lyrics that follow the musical score or MIDI
notes. This approach is the basis for many commercial products.
This type of singing voice synthesis was later termed as text-to-
singing (or lyrics-to-singing) synthesis, just like text-to-speech
(TTS) synthesis for speech synthesis. In 2007, speech-to-singing
synthesis, a novel approach of synthesising singing voice from
speaking voice (speech or spoken lyrics), was coined by Saitou et
al. [65]. Furthermore, in 2009, singing-to-singing synthesis was
coined by Nakano et al. [66], which synthesises singing voice
from another singing voice (e.g. singing voice from a different
singer or with bad quality). Since then, each of the three tasks,
namely text-to-singing synthesis [67], speech-to-singing syn-
thesis [65], [68], and singing-to-singing synthesis [66], [69] has
become an extensive area of research. Even singing-to-speech
synthesis was proposed by Aso et al. [70] in 2010, though speech
synthesis is beyond the scope of this paper.

The most important aspect of these tasks is to synthesise
appropriate prosody of singing voice while retaining the linguis-
tic content and the intended singer’s identity. Since the earliest

Fig. 4. Diagram of a singing voice synthesis system that takes either textural
(lyrics and musical scores) or vocal (speech or singing voice) as input and
generates a singing vocal output.

works, singing synthesis methods have been heavily based on
speech synthesis methods [63]. Traditionally, the techniques
involved in text-to-singing synthesis were based on linear pre-
dictive coding [71], formant synthesis [72], concatenative unit
selection technology such as VOCALOID [73], and statistical
parametric modeling such as Sinsy [74]. Speech-to-singing and
singing-to-singing synthesis methods have explicitly tried to
control and modify singing specific features such as the F0
contour, vibrato, and phoneme duration through alignment be-
tween source and target [65], [68]. With the advent of deep
neural network (DNN) approaches, the control over voice is
more implicit, resulting in improved naturalness and quality of
the synthesized singing voice [67], [75], [76].

The workflow of singing voice synthesis can be summarized
in Fig. 4. The framework consists of an encoder that converts the
input into an embedding. The input to the encoder could be tex-
tual such as lyrics and musical scores, or vocal such as speech or
singing voice. A duration modeling unit time-aligns the encoded
input representation with the encoded output representation. The
input and the output are not of equal temporal dimensions, as
textual inputs could be of a much shorter length than the length
of audio output frames or waveform samples, therefore duration
modeling helps in temporally aligning the input and the output.
The transformation unit maps the encoded input embedding to
the encoded output acoustic features conditioned on the duration
model. Finally, a vocoder is employed to convert the output
acoustic features into an audio waveform.

Among the three singing voice synthesis tasks, the archi-
tecture of encoder and transformation units may vary with the
type of input. However, they all require a vocoder for waveform
generation. Parametric vocoders such as STRAIGHT [77] and
WORLD [78] decompose the signal into phonetic and pitch
components, so that the pitch can be modified easily to match
any target melody. The analysis part of these vocoders estimates
multiple acoustic features while the synthesis part converts
these features into a time domain waveform. For example, the
WORLD vocoder consists of analysis algorithms to estimate F0,
spectral envelope, and aperiodicity, while a synthesis algorithm
based on the minimum-phase response incorporates these pa-
rameters to synthesize the waveform. In many recent studies, a
neural network architecture is employed to model the acoustic
features, which are then fed as inputs to the parametric vocoder
to synthesize the audio waveform. Blaauw et al. [79] proposed
a neural parametric vocoder based on WaveNet, instead of the
parametric vocoders. WaveNet is a probabilistic autoregressive
model consisting of dilated causal convolutions that are used to
synthesize the audio waveform sample-by-sample conditioned
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TABLE II
SUMMARY OF SINGING VOICE SYNTHESIS TECHNIQUES WITH TEXTUAL INPUT (TEXT-TO-SINGING)

†[80] Code: https://github.com/MTG/WGANSing.
‡[98] Code: https://github.com/SoonbeomChoi/BEGANSing.
The performance metrics are not directly comparable across different rows as the test data may be different. MCD: Mel cepstral distortion (dB) (lower is better),
MOS: Mean opinion score (five-point naturalness score) (higher is better).

on the estimated acoustic features. The neural network solutions
are known to outperform the parametric vocoders in terms of
voice quality, if the target singing voice is sufficiently similar
to singing voices in training datasets. However, they are typi-
cally computationally more expensive, which calls for network
architecture of low computational cost, such as WaveRNN.

In this section, we will summarize the recent advances in
singing voice synthesis, categorized into two types of input,
textual or vocal. A summary of the recent methods of singing
voice synthesis from textual input is provided in Table II, and
those from vocal inputs (singing voice and/or speech) is provided
in Table III.

A. Singing Voice Synthesis From Textual Input

Singing voice synthesis (SVS) and text-to-speech (TTS) syn-
thesis are related but distinct research fields. While both fields
try to generate signals mimicking the human voice, singing
voice synthesis models a higher range of pitch values and vowel
durations [80]. Moreover, while speech synthesis is controlled
primarily by words or syllables, singing voice synthesis is addi-
tionally controlled by the musical score, which puts constraints
on the pitch and timing. These constraints and differences have
resulted in SVS being its own active field of research, separate
from TTS.

Singing voice synthesis is a task of synthesizing singing voice
from textual input that includes lyrics and a musical score. A typ-
ical SVS system consists of an acoustic model (transformation
model) that generates acoustic features (e.g., Mel-spectrogram)
conditioned on encoded lyrics, musical score, and duration. A
vocoder is then used to convert these generated acoustic features
into a waveform, as shown in the inference phase of Fig. 5. At

Fig. 5. Overview of the training and inference phases of singing voice syn-
thesis systems with textual inputs.

the time of training, the acoustic characteristics of singing vocals
are learnt from a database of singing vocals of a singer, and
the temporal relationship between musical score and phonetic
duration is learnt through duration modeling, as shown in the
training phase in Fig. 5.

In order to synthesize an expressive and rhythmic singing
voice of high quality, three aspects are generally taken into
consideration [81]:
� An effective F0 synthesizing model to establish the com-

plex patterns in the F0 contour of singing,
� A spectrum model that predicts spectral features for pho-

netic articulation with adequate naturalness of sound qual-
ity, and

� A duration model that can learn the correspondence be-
tween note duration and phonetic duration, and in turn
adhere to the rhythmic constraints of singing.

https://github.com/MTG/WGANSing
https://github.com/SoonbeomChoi/BEGANSing
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TABLE III
SUMMARY OF SINGING VOICE SYNTHESIS TECHNIQUES WITH VOCAL INPUT (SINGING VOICE CONVERSION AND SPEECH-TO-SINGING)

†[112] Code: https://github.com/google/REAPER.
‡[128] Code: https://github.com/jayneelparekh/sp2si-code.
The performance metrics are not directly comparable across different rows as the test data may be different. Mean opinion score (MOS) on five-point naturalness score (MOSnatural )
and voice similarity score (MOSsim) (higher is better).

In the following sub-sections, we briefly discuss the tradi-
tional methods for singing voice synthesis, and discuss in detail
various deep learning frameworks explored for this task. This
includes feed-forward DNN-based approaches, autoregressive
prediction models, approaches to overcome over-smoothness of
the generated vocals, and approaches explored to control pitch
expressiveness and fidelity.

1) Traditional Methods: The earliest works in singing syn-
thesis involved physical speech synthesis systems that were also
capable of singing synthesis, such as the acoustic tube model of
Kelly and Lochbaum [82]. However, these were computationally
expensive and not commercially viable. Another early voice
model was Rodet’s formant wave function (FOF) [83] which is
a time-domain waveform model of the impulse response of indi-
vidual formants, where the control parameters define the center
frequency and bandwidth of the formant being modeled, and
the rate at which the FOFs are generated and added determines
the base frequency of the voice. Singing synthesis using for-
mant models has been extensively used and studied in MUSSE
(MUsic and Singing Synthesis Equipment) synthesizer [72] for

studying music performance through synthesis-by-rule [84], and
has been adapted for real-time control in performance [72].

More recent studies in singing voice synthesis generated
sounds using unit concatenation [73], [85] or HMM-based
statistical parametric synthesis [74], [86] methods. A typical
unit concatenation synthesis system receives the score and
lyric information, selects the necessary phonetic samples from
a large corpus of singing recordings, concatenates them, and
“smooths” the pitch and timbre around the junction of sam-
ples in frequency domain. Such systems have been deployed
in various commercial singing voice synthesis products, such
as VOCALOID [73], because they can provide good sound
quality and naturalness in certain settings. They usually require
large databases of singing voice recordings from professional
singers, as well as manual labeling and segmentation effort.
Since the units may not always connect smoothly, develop-
ers of those products often make careful efforts to ensure
that singing voices are recorded with clear note boundaries,
and that segmentation labels correctly annotate these boundary
times.

https://github.com/google/REAPER
https://github.com/jayneelparekh/sp2si-code
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A statistical parametric synthesis system consists of train-
ing and synthesis components. During training, the spectrum,
excitation, and vibrato parts are extracted from a singing voice
database and then modeled by context-dependent HMMs, which
also include state duration modeling. Pitch adaptive training [87]
is used to generate singing voices in any pitch. The singing
voice waveform is synthesized from the acoustic parameters
predicted by a trained HMM, thereby requiring less data to
construct a system compared to unit-selection systems. How-
ever, HMM-based methods tend to have several limitations,
such as excessive averaging (oversmoothing) and an overly static
sound and noticeable state transitions in long sustained vowels.

2) Early Deep Learning Frameworks: With the rapid evo-
lution of deep learning, several SVS systems based on deep
neural networks have been proposed in the past few years
that have demonstrated their superiority over traditional HMM-
based ones. The steps for training an SVS model using DNN [88]
are usually as follows: first, use a pre-trained HMM to align
frame-by-frame the musical score feature sequence with the
acoustic feature sequence of the corresponding singing audio
from the database, and then, exploit a DNN to learn the mapping
relationship between the musical score features and acoustic
features. During synthesis, an arbitrarily given musical score
including lyrics to be synthesized is first converted to a label se-
quence, which is mapped to an acoustic feature sequence by the
trained DNN using forward propagation. Then, the spectrum and
F0 parameters are generated by a speech parameter generation
algorithm [89] from the acoustic feature sequence that provides
a parameter trajectory corresponding to natural singing voice.
Finally, a singing voice is synthesized from the generated spec-
trum and F0 parameters by using a neural vocoder [79]. Hono
et al. [75] introduced a DNN-based SVS system named Sinsy
that provided an online website for SVS. Trajectory training, a
vibrato model, and a time-lag model were introduced into the
system to synthesize high quality singing voices. Experimental
results showed that the DNN-based methods are better than the
HMM-based methods which were the state-of-the-art before
then. Although there are correlations between neighbouring
frames in singing data, the feed-forward DNN-based approach
assumes that each frame is generated independently, resulting in
a one-to-one mapping between linguistic/musical and acoustic
features frame-by-frame, resulting in a discontinuous output. As
a solution, long short-term memory recurrent neural networks
(LSTM-RNN) [90] provide an elegant way to model sequential
data that take into account short- and long-term correlations
between neighbouring frames, i.e., previous input features can
be used to predict the output features at each frame. Experimental
results showed that LSTM-RNN performed better than DNN for
singing voice synthesis. Later, Nakamura et al. [76] proposed
a framework based on CNNs combined with fully connected
networks to account for long-term dependencies of singing
voices. They showed that the proposed framework can generate
natural trajectories without the use of the speech parameter
generation algorithm [89]. Moreover, the training of CNNs and
the generation of acoustic features are fast, because there is no
recurrent structure in this architecture.

Fig. 6. Autoregressive models for singing voice synthesis [92].

The SVS methods are heavily inspired from existing TTS
methods. However, the differences between singing voice and
speech must be considered when designing SVS methods. First,
in singing voice, there are dynamic movements in the prosody-
related acoustic features, independent of the linguistic features.
For example, there are dynamic and expressive movements in
the F0 contour of singing voice, such as vibrato, overshoot, and
fine-fluctuations [64], [68], [91]. The spectral features of singing
voice are also affected by these kinds of F0 movements. How-
ever, it is difficult to model these local dynamic characteristics
of acoustic features using conventional DNNs or LSTM-RNNs
directly. Second, the predicted F0 contours should be consistent
with the input musical notes, which cannot be guaranteed by
these acoustic models for SVS. The synthetic voice may be
perceived as out of tune if the predicted F0 contours deviate
too much from the pitch determined by musical notes.

3) Autoregressive Prediction Models: Autoregressive archi-
tectures make predictions based on predicted past acoustic
features, allowing them to better model rapid modulations in
singing voice. Blaauw et al. [92] proposed a modified version
of Wavenet for SVS called Neural Parametric Singing Synthesis
(NPSS) which modeled the features produced by a parametric
vocoder, rather than the raw waveform. A parametric vocoder de-
composes the signal into phonetic and pitch components through
which it becomes convenient to match any target melody with
any lyrics, requiring less training data to sufficiently cover the
entire pitch-timbre space. NPSS consisted of a neural network
that takes a window of past acoustic features as input and predicts
a probability distribution of acoustic features corresponding to
the current time step, as shown in Fig. 6. Experimental results
demonstrated that this method outperformed the HMM-based
statistical parametric models and the concatenative method. The
system proposed in [92] only produced timbre-related features,
but did not produce features related to music expression, such
as F0 and phonetic timing. In [79], an extension of the system
was presented that also included F0 and phonetic timing pre-
diction. This autoregressive approach improved reproduction of
consonants and a more natural variation of predicted parameters
over time, compared to statistical parametric and concatenative
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systems. Moreover, this approach offered greater flexibility and
more robustness to small misalignments between phonetic and
acoustic features in the training data.

Yi et al. [93] proposed a modified deep autoregressive (DAR)
model to better describe the dependencies among the acoustic
features of consecutive frames. A DAR model follows the idea
of feeding the target data of previous frames as additional input
to a uni-directional recurrent layer. Yi et al. [93] extended this
DAR model to predict spectral parameters with a prenet module
consisting of multi-head self-attention layers [94] that computes
a weighted combination of the historical frames and extracts
high-level representations. This approach of concatenating the
output of attention layers, rather than the past feature vectors,
was better at predicting continuous spectral features, compared
to the more discrete F0 feature. Finally, a WaveRNN vocoder
was built to synthesize the waveforms of singing voice from
the predicted F0 and spectral features. Subjective and objective
evaluation showed that the proposed DAR method for acoustic
modeling was significantly preferred over an RNN-based base-
line method because of the advantages of DARs at modeling
the temporal dependency of acoustic features across frames.
Although the autoregressive model can achieve high quality,
it suffers from exposure bias and time-consuming inference due
to the forward dependency.

In these systems, the duration, F0, and spectrum models are
trained independently, which usually leads to the neglect of
consistency between them in the resultant singing voice. Lu et
al. [81] proposed an SVS system called XiaoiceSing, which
employed an integrated network to jointly model the spectrum,
F0, and duration, assuming that the correlation between them can
be expressed inside the neural network. The system was based
on the TTS model FastSpeech [100] and added singing-specific
design to suit the SVS task. Specifically, they added a residual
connection between note pitch and the predicted F0 to reliably
model the F0 of the singing voice. Moreover, during training,
they added a syllable duration loss, along with the phoneme
duration loss, which resulted in rhythm enhancement.

4) End-to-End (E2E) Frameworks: Many of these systems
aim to train an acoustic model to predict the acoustic feature
inputs to a parametric vocoder, e.g. F0 and phoneme duration.
This pipeline cannot exceed the upper bound of the vocoder
performance. Moreover, the need for pre-aligned training data,
separate phonetic transcription, or a separate duration model
is a major constraint in many of these systems, as the existing
automatic alignment tools (e.g. forced alignment with an HMM)
do not yield sufficiently accurate results on expressive singing,
often requiring manual correction. To overcome these issues,
there have been efforts to design end-to-end frameworks that
directly generate a spectrogram.

Blaauw et al. [67] proposed a sequence-to-sequence singing
synthesizer based on feed-forward Transformer, which avoids
the need for training data with pre-aligned phonetic and acous-
tic features. The attention sub-layer of this network learns to
implicitly time-align the inputs score embeddings to output
spectrogram. Moreover, this framework has the advantage of
faster inference time and less exposure bias than autoregressive
models.

Angelini et al. [101] proposed UTACO, an attention-based
sequence-to-sequence (AS2S) architecture, inspired from TTS
Tacotron [102] framework, to implicitly model singing voice.
The system has a front-end that takes a musical score as input
and outputs the note embeddings (consisting of the phoneme
sequence, note sequence, and duration) that are sent to an
attention encoder. The output of the attention encoder is sent
to the AS2S architecture, and finally the decoder produces
Mel-spectrograms. The spectrograms are finally synthesized
with a WaveNet vocoder. This system required considerably
less explicit modeling of voice features such as F0 patterns,
vibrato, and note and phoneme durations, than previous models
in the literature. In a similar approach, ByteSing [96] employed
a Tacotron-like encoder-decoder structure as the acoustic model,
and an auxiliary phoneme duration prediction model is utilized
to expand the input sequence, which can enhance the model
controllable capacity, model stability, and tempo prediction ac-
curacy. WaveRNN vocoder is adopted as the neural vocoder to
further improve the voice quality of synthesized songs.

Another end-to-end sequence-to-sequence model proposed
by Lee et al. [103] is based on the deep convolutional TTS
model [104] that is known for efficient end-to-end TTS mod-
eling. The proposed model uses content-based encoder-decoder
attention with an autoregressive decoder. There is an initial align-
ment of the input states to the output time steps. Since Korean
syllable structure has at most one onset and one coda consonant,
they proposed a phonetic enhancement masking method where
the first and last frames of the note are assigned to each consonant
respectively, and the remaining frames are assigned to the vowel.
This method produced more accurate pronunciation. Moreover,
they proposed a conditional adversarial training method for the
generation of more realistic singing voices.

In order to achieve high performance, the sequence-to-
sequence end-to-end singing voice synthesizer involves in-
creased complexity of the model that requires a large amount of
training data from a singer to generalize well, which is difficult
and expensive to collect in specific application scenarios.

5) Overcoming Over-Smoothness: DNN-based acoustic
models are generally trained on a single loss criterion such as
mean square error (MSE). However, the distribution of acoustic
features is multimodal, as humans can sing the same lyrics in
many different ways. The conventional training approaches
of neural networks cannot learn to model more complex
distributions of acoustic features than a unimodal Gaussian
distribution. Hence, the estimated parameters tend to be
over-smoothed, which leads to deterioration of the naturalness
of the synthesized singing voice. Hono et al. [105] introduced
Generative Adversarial Network (GAN) to the DNN-based
singing synthesis system. GANs have achieved great success in
modeling the distributions of complex data because GAN-based
training is equivalent to minimizing the divergence between true
data distribution and generated data distribution. Different from
the vanilla GAN, [105] used the music score feature sequence
as the generator input, instead of random noise. Moreover, the
generator is used to model frame-wise vocoder features, which
models the inter-feature dependencies within a frame of the
output. They also proposed a conditional GAN (CGAN) where
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the discriminator is conditioned by the musical score features.
The training method based on GAN and CGAN alleviated the
over-smoothing, and improved the naturalness of synthesized
singing voice compared with the DNN-based method, and
CGAN performed better than GAN.

Inspired by the Deep Convolutional Generative Adversarial
Networks (DCGAN) architecture, Chandna et al. [80] proposed
a novel block-wise generation network for SVS, and optimized
it with Wasserstein-GAN algorithm to handle the training in-
stability issues of GAN, called WGANSing. The network takes
a block of consecutive frame-wise linguistic and F0 features,
along with global singer identity as input and outputs vocoder
features, and allows modeling temporal dependencies between
features within each block. Temporal dependency is further
modeled via autoregression through a neural vocoder [79].

Choi et al. [98] proposed an autoregressive conditional GAN
for a Korean SVS system which uses spectrogram in a previ-
ous time step as input to produce spectrogram in the current
time step. It takes advantage of the autoregressive technique
to generate continuous spectrogram without abrupt temporal
discontinuities. Moreover, the network employed a boundary
equilibrium GAN (BEGAN) objective to generate spectrogram
that uses an autoencoder for discriminator. While the original
GAN matches the distributions between real and generated
samples directly, BEGAN balances discriminator and generator
using the autoencoder loss that allows more stable training.

All the above-mentioned GAN-based SVS systems only
adopted a single discriminator directly operating on the whole
sample sequence, resulting in a lack of diversity in the sample
distribution assessment. To overcome this, Wu et al. [99] intro-
duced multiple random window discriminators (MRWDs) into
a multi-singer singing voice model. MRWDs is an ensemble
of discriminators that operate on randomly sized segments of
samples by using different sizes of windows, rather than the
whole sample sequences. This method has a data augmentation
effect that is helpful since the training data is limited for each
singer. Also, Wu et al. [99] only focused on spectrum modeling
and assumed that F0 is known. Additionally, they incorporated
an adversarial loss of a singer identity classifier. Therefore, this
makes the encoder independent of singer identity and lets it focus
on learning a latent representation of acoustic feature.

6) Pitch Contour Fidelity: One challenge that SVS systems
face is learning expressive pitch from the model itself. This is
because the amount of singing voice data recorded with the
corresponding musical score is limited, whereas there exist many
combinations of musical factors (such as melody, note, and
accent) that make pitch variation complicated. This sparseness
of pitch context in a database is a challenge, i.e., the pitch of the
synthesized singing voice must accurately follow the note pitch
of the musical score even if the note pitch to be synthesized is
outside the range of the training data.

A pitch normalization technique was proposed for F0 model-
ing in DNN-based SVS [88]. In this technique, the differences
between the log F0 sequence extracted from waveforms and
the note pitch are modeled. Some studies [81] introduced a
residual connection between note pitch and the predicted F0,
which is similar to pitch normalization. These techniques have

the advantage of being robust to rare or unseen data and avoid-
ing out-of-tune generation. Some systems [79], [106] utilize a
data augmentation technique by pitch-shifting the training data.
However, this technique requires more training time due to the
increased amount of training data, and it is difficult to repro-
duce the voice characteristics and singing styles that change
according to the pitch. A post-processing strategy has also been
proposed [93]. For this strategy, F0 should be modified for each
voiced segment, which may generate a discontinuous F0 contour
at the edge of the voiced segment.

In [95], a non-autoregressive neural vocoder called Period-
Net [107] is adopted, which is a non-autoregressive GAN-based
neural vocoder that is shown to be more robust for generating ac-
curate pitch. Moreover, an automatic pitch correction technique
is incorporated that ensures accurate pitch in the synthesized
singing voices.

Another unique characteristic of singing voices is that F0
includes periodic fluctuations due to vibrato. In [75], [95], the
vibrato was separated from the original F0 sequence in advance
and modeled with sinusoidal parameters. The advantage of
this approach is that it provides direct control over the vibrato
intensity and frequency in the synthesis stage. On the other hand,
the autoregressive or end-to-end frameworks, which do not use
the decomposition approach, directly model the F0 sequence
with the vibrato component using the neural network. In these
frameworks, the direct parametric control over vibrato would not
be possible in the synthesis stage, but their advantage is that they
can reproduce more complex vibrato shapes that are otherwise
difficult to represent by sinusoidal parameters.

B. Singing Voice Synthesis From Vocal Input

While most state-of-the-art singing voice synthesis systems
generate only a fixed voice or a set of fixed voices with the
lyrics and musical score as inputs, the methods for singing
voice synthesis from vocal input aim to generate a personalized
singing voice [68]. These include singing-to-singing and speech-
to-singing synthesis methods. Originally speaking, singing-to-
singing synthesis [66] means a method that automatically con-
trols parameters of text-to-singing synthesis to imitate the vocal
input. In this paper, we use its term in a broader sense, and
singing-to-singing synthesis can mean a method that takes a
singing voice as input and outputs a singing voice with an-
other personality. Given this broad definition, singing-to-singing
synthesis can cover singing voice conversion. Singing voice
conversion is usually not regarded as singing synthesis, but
this paper dares to introduce it from the viewpoint of singing
synthesis.

Personalized singing renditions by singing-to-singing and
speech-to-singing synthesis can serve as a reference singing
for singing learners. Moreover, it can be employed to beau-
tify the singing renditions of amateur singers, which has a
strong commercial application [68]. Furthermore, this direction
of research serves as a bridge between speech and singing
voice analysis, providing valuable insights into the production
and perception of speech and singing voices. In the following
sub-sections, we summarize the techniques for singing voice
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Fig. 7. Overview of singing voice conversion approaches.

conversion and speech-to-singing conversion. We discuss the
singing voice conversion techniques from the perspectives of
the ability of the system to map from one singer to another or
many-to-many using parallel or non-parallel datasets in fully su-
pervised or semi/unsupervised manners. The speech-to-singing
conversion techniques are discussed broadly from the perspec-
tives of template-based and model-based approaches.

1) Singing Voice Conversion: A singing voice conversion
(SVC) system involves converting a source singing to a tar-
get singing by changing the timbre of the singer. SVC shares
similar motivations with the conventional speech voice conver-
sion where the person-dependent traits are transformed from
source to target while the person-independent content is carried
over [108]. The task of SVC, however, differs from speech voice
conversion because in speech, the prosody that includes pitch,
dynamics, and duration of words describes the speaker’s manner
of speaking or identity, whereas in singing, the prosody (i.e.,
musical notes) is primarily determined by the song. Therefore,
the prosody-related features in speech are considered as person-
dependent traits and are transformed from the source to the target
speaker [109]. On the other hand, in SVC, the manner of singing
is considered as rather person-independent, though this is not
accurate since some singers actually have person-dependent
prosodies, and only the characteristics of singer identity, such as
the timbre, tend to be considered as the person-dependent traits
to be converted. Hence, most of the work in SVC focuses on
spectrum conversion.

a) Use of parallel datasets: The traditional methods in
SVC rely on parallel training datasets, that is, different singers
are required to sing the same song. With parallel training data
of two singers, the spectral mapping between source and tar-
get is straightforward. However, such a setup requires large
amounts of parallel singing data recordings as well as accurate
time-alignment between these parallel singing voices, which are
both time-consuming and expensive tasks. In addition, these
SVC methods can only achieve one-to-one conversion, and the
generalization ability is weak.

b) Non-parallel data and multi-singer approaches: Most
recent SVC systems train a content encoder to extract content
features from a source singing signal and a conversion model
to transform content features to either acoustic features or
waveforms, as shown in Fig. 7. One class of SVC approaches
jointly trains the content encoder and the conversion model
as an autoencoder model [110], [111]. Another class of SVC
approaches separately trains those models [112]–[114]. These
approaches train an automatic speech recognition (ASR) model

as the content encoder. The conversion model can be a GAN [69],
[113], [114], which directly generates waveform from the con-
tent features; or a regression model, which transforms content
features to spectral features (e.g., Mel-spectrograms) and adopts
an additionally trained neural vocoder to generate a waveform.

Singing voice conversion can also be viewed as a multi-singer
singing voice synthesis system that should not only produce
accurate singing prosody but also suitably reflect the identity of
a given singer. To achieve this, methods for adding conditional
inputs reflecting the singer’s identity to the network have been
proposed. For example, Chandna et al. [80] proposed a method
of expressing each singer’s identity by a one-hot vector. This
method is straightforward and simple, but has the limitation of
requiring re-training every time a new singer needs to be added.

Lee et al. [116] proposed a method to directly map a singing
query into an embedding that defines singer’s identity, and
separately conditioned the timbre (linguistic content) and pitch
(singing style) decoders with the encoded singer identity, while
treating timbre and singing style as two independent factors,
each being influenced by the singer identity.

Chen et al. [117] proposed a many-to-one SVC method
trained on non-parallel data. They viewed the phonetic posteriors
generated by a robust ASR as the singer-independent content.
Then, RNN was used to model the mapping from the source
phonetic posteriors to the acoustic features of the target singer.
Features such as F0 and aperiodicity were extracted from the
source singing voice together with the target acoustic features
to reconstruct the target singing voice through vocoder.

Variational autoencoder (VAE) [119], variational autoencod-
ing Wasserstein GAN (VAW-GAN) [120], and phonetic posteri-
orgram (PPG) models [112] are also investigated for non-parallel
SVC. The combination of a PPG model and a waveform gener-
ator achieved promising SVC performance [113], [114]. In this
approach, different models need to be trained for different target
singers, and the model performance depends on the quality of
an ASR engine used to extract the phonetic content.

Hu et al. [129] proposed a cycle-consistent generative adver-
sarial learning model, MSVC-GAN, which can use non-parallel
data to realize many-to-many SVC. Through adversarial loss,
MSVC-GAN learns the acoustic feature distribution of different
singers, and establishes the forward and reverse mapping among
the acoustic features of different singers, that is, the model
can learn a unique function for all many-to-many mappings.
Moreover, Sisman et al. [108] proposed the CycleGAN-based
conversion framework for non-parallel singing voice conversion.
A caveat in these systems is that the training data needs to have
sufficient number of singing examples of all the intended singing
voices to appropriately model the singer identity.

c) Semi-supervised and unsupervised speaker adaptation
approaches: In this context, the ability to create a new voice
from a small amount of recordings, e.g., 2 min, is desirable.
In such cases, a technique of voice cloning, also known as
voice fitting or speaker adaptation, is used to leverage data from
many speakers combined with a small amount of adaptation
data from the target speaker to create a voice model that out-
performs a model trained on just the adaptation target data from
scratch [121]. Blaauw et al. [121] adopted a speaker adaptation
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technique in the baseline autoregressive SVS [79] by fine-tuning
speaker embedding and model weights for a few iterations on
a small amount of the new target speaker’s data, which is the
advantage of this technique. It involves assigning a random
embedding to the unseen voice, and resuming model training
on data of the unseen voice so as to update this embedding and
perform any necessary refinements to the model.

Bonada et al. [122] proposed a semi-supervised singing syn-
thesizer which effectively disentangles singer identity from the
linguistic content, thus the network learns new voices from audio
data only, without any annotations such as phonetic segmenta-
tion. It consists of an encoder-decoder model with two encoders,
linguistic and acoustic. The system is first trained in a supervised
manner, using a labeled multi-singer dataset. Then, to learn a
new voice in an unsupervised manner, the pre-trained acoustic
encoder is used to fine-tune the decoder for the target singer.
Finally, at inference, the pre-trained linguistic encoder is used
together with the decoder of the new voice, to produce acoustic
features from the linguistic input.

Nachmani et al. [110] proposed a WaveNet autoencoder for
unsupervised singing voice conversion. The model neither re-
quires parallel training data between singers, nor does it need
to transcribe audio into text or musical notes. This approach
adopts an adversarial speaker classifier to disentangle singer
information from the encoder output. To further improve this
method, an additional pitch adversarial mechanism is added to
remove pitch information from the encoder output [111].

Ren et al. [123] built a complete pipeline for training a
multi-lingual and multi-singer SVC system from scratch, called
DeepSinger, using singing training data mined from music web-
sites. The pipeline consisted of data crawling, singing voice
separation, lyrics-to-singing alignment, data filtration based
on confidence of alignment step, and singing modeling using
Transformer-based FastSpeech model [100] to directly generate
linear-spectrogram from lyrics, instead of the traditional acous-
tic features in parametric synthesis. Additionally, a reference
encoder is designed as part of the singing model to capture the
timbre of a singer from noisy singing data. DeepSinger thus
synthesized high-quality singing voices in multiple languages
and multiple singers using data directly mined from the web,
without any high quality singing data. A reference audio (singing
or speech) of any target singer should also be provided to extract
the voice characteristics such as timbre for the synthesized
singing voice. A drawback of this pipeline is that the pitch of
this mined data may not always be correct as it may contain
out-of-tune data, which would impact the quality of a singing
voice.

Nercesian [124] proposed to use a speaker embedding net-
work together with the WORLD vocoder to perform zero-shot
SVC, and designed two encoder-decoder architectures to realize
it. The speaker embedding network can adapt to the new voice
on the fly, train the unlabeled data model, and conduct the initial
training on a widely-available large speech dataset, followed by
model adaptation on a smaller singing voice dataset.

2) Speech-to-Singing Conversion: Although data-efficient
singing voice synthesis methods [121] and unsupervised singing
voice conversion methods [110] can effectively generate new

Fig. 8. Overview of speech-to-singing conversion systems.

sounds, they still need to obtain a small number of singing voice
samples from the target speaker, which limits the application of
singing voice synthesis to relatively limited scenarios, that is, the
singing voice of the target speaker must be available. However,
speech samples are much easier to collect than singing voices.
Thus, a speech-to-singing conversion system is designed to take
the spoken utterances from a speaker as input, manipulate the
parameters of the speech to match with the prosody of the song,
and finally the transformed parameters are used to generate the
output singing voices while retaining the linguistic content and
the speaker’s identity [65].

An overview of the speech-to-singing conversion systems
is shown in Fig. 8. They are broadly classified into two cat-
egories, the template-based conversion [125] and the model-
based conversion [65], depending on how the reference prosody
of singing is generated. The template-based approach uses ref-
erence prosody as a template that is extracted from high-quality
singing. The model-based approach, on the other hand, generates
singing prosody by imposing prosody control with the help of the
digital score of the song (MIDI). Both approaches need temporal
alignment between the reference prosody (good singing voice
or MIDI) and the input speech, in terms of musical rhythm
and melody. The synchronization information obtained from
the temporal alignment is used for the subsequent frame-level
parameter conversion. The parameter conversion method should
transform the prosodic and spectral characteristics of the input
speech into that of singing voice, while retaining the phonetic
content of the speech and its speaker’s identity. The temporal
alignment between the input speech and the reference becomes
a crucial step for accurate speech-to-singing conversion since the
alignment errors are perceived as distortions in the synthesized
singing [68].

For the template-based approach, various alignment schemes
have been explored to time-align the input speech to refer-
ence singing rendition. For example, in the dual alignment
scheme [130], [131], instead of directly aligning the input speech
to the target singing, a target speech is first aligned to the
target singing, and then the input speech to the target speech.
This approach splits the burden of mismatch between input and
target speaker identity, and between speech and singing, into two
stages. However, such a multi-step approach accumulates errors
from different steps. For the model-based approach, on the other
hand, the lyrical words are already aligned to the musical notes.
Therefore, once the input speech is aligned with the lyrical words
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TABLE IV
SUMMARY OF SINGING VOICE SEPARATION TECHNIQUES SINCE 2017

†Each track is 30 seconds.
The separation performance of each architecture is indicated in terms of signal-to-distortion ratio (SDR) (dB) on the test set of MUSDB18 dataset [150]. If training is
done on extra data, other than the train set of MUSDB18, then that is indicated under the column “Extra Training Data?”. If the test data is not MUSDB18 dataset or the
reported result is not comparable, the column “Vocals SDR” is NA.

through forced alignment of an ASR system, it is also aligned
with the musical notes [65].

Parameter conversion in both template-based and model-
based approaches is interpreted in terms of the source-filter
model [132], where the source characteristics represent the
prosody of the song, while the filter characteristics represent
the speaker’s identity and phonetic content. The F0 contour,
representing excitation source parameters, is extracted from the
template or generated by the model, while the spectral envelope,
representing vocal tract filter parameters, is extracted from the
input speech to preserve the speaker identity in synthesized
singing, except that these spectral characteristics have to be
modified to resemble those of singing voices.

The template-based approach benefits from the natural
prosody obtained from the reference singing voice, whereas
the model-based approach lacks the expressiveness of natural
singing. On the other hand, the model-based approach is more
scalable than the template-based approach because recording
high quality singing for every possible song is tedious, while
preparing digital scores for songs is relatively easy.

Recently, Zhang et al. [127] proposed an algorithm to directly
synthesize high-quality target speaker singing voice by learning
speech features from normal speech samples. The key was to
integrate both speech and singing voice synthesis into a unified
framework and learn the universal speaker embeddings that can
be shared between both speech and singing voice synthesis tasks.

They proposed DurIAN-4S, a speech and singing voice syn-
thesis system based on the previously proposed autoregressive
generation model DurIAN. The entire model is trained together
with the learnable speaker embedding as the conditional input
of the model. By selecting a different speaker embedding in
the process of singing voice generation, the model can generate
different singing voices. Parekh et al. [128] explored a method
to achieve speech-to-singing conversion by employing minimal
additional information over the melody contour.

C. Future Directions

Although the quality of synthesized singing voices has im-
proved in recent years, the generated voices are still far from
reflecting emotions in singing voices as talented professional
singers do. Research on singing voice synthesis is thus not
mature at all and there is much room for improvement in many
directions. Multilingual singing voice synthesis and conversion
is another interesting direction.

Currently, much emphasis is given to the generation of natural
synthesized voices. However, the potential of singing synthesis
technologies themselves is not limited to the naturalness of the
generated sound. Digital sound synthesizers have been shown to
be capable of synthesizing various novel but attractive musical
sounds, which have already been widely used and accepted in
music cultures. Such creative uses of singing synthesizers are
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yet to be explored, though many creators using the VOCALOID
singing synthesizer (e.g. Hatsune Miku) have shown creative
uses in their songs since 2007, such as songs having extremely
high speed/frequency singing.

In addition, there is a need for creating a standard benchmark
and open test datasets as well as a need for investigating objective
evaluation metrics. For example, the existing objective metrics
such as MCD were originally designed for speech synthesis
tasks, and may not capture all essential aspects of singing voice.

V. SINGING VOICE SEPARATION

Music recordings consist of mixtures of multiple sound ob-
jects, such as lead vocal and different accompanying instru-
ments. Therefore, manipulation of individual sound objects
requires the separation of the audio mixture into several tracks
(sound sources). This general task is called audio source separa-
tion or music source separation. This section focuses on singing
voice separation, a more focused task of extracting the singing
voice signal from a music recording. An overview paper by
Rafii et al. [133] in 2018 provides a detailed and comprehensive
review on the last 50 years of research on the topic of lead and
accompaniment separation in music. In this section, we provide
an overview of recent data-driven methods of singing voice
separation based on deep learning.

The data-driven methods exploit large databases of audio
examples where both the isolated lead and accompaniment
signals are available, and leverage on machine learning methods
to learn how to separate the singing voice from the mixture. Typ-
ical spectrogram-based methods estimate a mapping between
the audio mixture and either the time-frequency (TF) mask
for separating the sources, or the corresponding spectrograms.
They learn to predict a power spectrogram for each source and
reuse the phase from the input mixture to synthesise individual
waveforms. These methods decompose music into its constituent
components using multiple non-linear layers to learn the opti-
mal hidden representations or masks from data in a supervised
setting, either in a purely data-driven approach [134]–[136] or
in combination with music information [137], [138].

In recent years, a level of maturity has been achieved in the
task of singing voice separation as seen by the performance of
methods in the Signal Separation Evaluation Campaign (SiSEC)
2018 [139] and the wide use of open source music source
separation implementations such as Open-Unmix [136] and
Spleeter [135]. This progress has activated other closely related
MIR tasks that use these methods as a pre-processing step, such
as singing pitch estimation, singing melody transcription, singer
identification, cover song detection, and lyrics synchronization
and transcription, though most of them have already been tackled
by using traditional singing voice separation [8].

The data-driven methods are classified into pure data-driven
methods and content-informed data-driven methods. Table IV
shows a summary of those methods introduced in the followings.

A. Pure Data-Driven Methods

We first review various purely data-driven methods from the
perspectives of estimating the time-frequency (TF) masks in

Fig. 9. Overview of supervised singing voice separation.

spectrogram-based methods, estimating the waveform directly,
exploring methods to handle the lack of training data, exploring
adversarial networks for source separation, estimating multi-
scale and multi-resolution features, and involving phase estima-
tion in spectrogram-based methods. An overview block diagram
of data-driven singing voice separation methods is shown in
Fig. 9.

1) Estimating Time-Frequency Masks: The most adopted so-
lution for audio source separation is the estimation of a time-
varying and source-dependent filter, i.e., the usage of time-
frequency (TF) masking, which is applied to the mixture. One
of the earliest works that proposed deep neural networks for
singing voice separation was by Huang et al. [140], [141], in
which the objective was to separate singing voice and accom-
paniment music simultaneously by optimizing TF-masks with
a network which models all the sources directly. In order to
model the temporal structure and long-term dependencies of the
sources while estimating the TF-masks, various neural network
architectures have since been explored, such as fully connected
feedforward network (FFN) [142], CNN [143], RNN [140],
[141], LSTM [144], and GRU [145].

The most widely-used strategy to achieve the estimation of in-
dividual sources employs time-frequency (TF) filters or masks in
the STFT domain, which are derived from rational models which
incorporate prior information about the spectral representation
of each source in the mixture [146]–[148]. In contrast, another
approach is to estimate the TF-mask within the learning process
on the basis of prior knowledge of the target source. Huang
et al. [141] proposed a bidirectional GRU architecture along
with skip-filtering connections to separate the lead vocal from
the background music, which was also adopted by Mimilakis
et al. [145]. Such skip connections allow the input spectrogram
to propagate through the network to operate on intermediate
representations within the network, and force the network to
learn the TF-mask through optimization, based on the prior
knowledge of the magnitude spectrogram of the target source
and not on the prior knowledge of an ideal TF-mask. Jansson et
al. [134] proposed a U-Net architecture, and Park et al. [149]
proposed a stacked hourglass network in which the input spec-
trogram is compressed by the encoder into a bottleneck layer to
obtain a lower dimensional descriptor and then the descriptor is
re-expanded to the size of the target spectrogram by the decoder,
as shown in Fig. 10. In addition, with the help of additional skip
connections (or similar structures) between layers at the same
hierarchical level in the encoder and decoder, these networks
allow low-level spectral information to flow directly from the
high resolution input to the high-resolution output which helps
the reconstruction by providing finer details in the decoding
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Fig. 10. Example of the U-Net architecture for singing voice separation [134].

directly from the different layers of the encoder (which would
be otherwise progressively lost during encoding). The output
of the last layer is responsible for masking the input mixture
spectrogram.

A reproducible spectrogram-based baseline called Open-
Unmix has been released by Stöter et al. [136]. It consists
of a bidirectional LSTM with skip connections to predict the
TF-mask, and shows competitive performance in SiSEC 2018
evaluation campaign [139] amongst systems trained only on
the 100 songs open dataset called MUSDB18 [150]. MM-
DenseLSTM, a multi-band dense net with LSTMs at differ-
ent scales of the encoder and decoder, proposed by Takahashi
et al. [154] was trained on 807 proprietary songs and held
the absolute record of signal-to-distortion ratio (SDR) in the
SiSEC 2018 campaign [139]. Hennequin et al. [135] proposed
another U-Net architecture for spectrogram masking, called
Spleeter, that is trained on the unreleased Bean dataset [165]
composed of short excerpts from nearly 25,000 songs. Spleeter
and Open-Unmix provide comparable and strong performance
and have been widely adopted by the digital music industry.
More recently, Takahashi and Mitsufuji [159] improved the
spectrogram-domain state-of-the-art performance with D3Net
that uses dilated convolutions with dense connection.

In many cases, the masking process is not a learnable function
or is not encapsulated into the deep learning optimization. Con-
sequently, most of the existing spectrogram-based methods rely
on a post processing step using the generalized multi-channel
Wiener filtering. Nugraha et al. [166] showed that Wiener fil-
tering is an efficient post-processing step for spectrogram-based
models and is commonly used by all top-performing systems of
this category. On the other hand, Mimilakis et al. [167] proposed
a method that learns and optimizes a source-dependent mask at
the time of training and does not need the aforementioned post
processing step. Lin et al. [168] proposed an inclusion of an ideal
binary mask as the target label along with a cross-entropy train-
ing objective in a CNN architecture. This target mask learning
step again allows eliminating the Wiener filter post-processing
step.

2) Direct Estimation of Waveform: Stoller et al. [151] pro-
posed Wave-U-Net, an end-to-end network that uses a similar
topology as the U-Net with skip connections [134] but works
directly on the time-domain audio waveform, therefore avoiding
the problems related to reconstruction of the audio signal from
the magnitude spectrogram without the phase information. Sim-
ilarly, Defossez et al. [160] introduced Demucs, a U-Net archi-
tecture for music source separation in the waveform domain, that
consists of a convolutional autoencoder with skip connections,
similar to Wave-U-Net, but they used transposed convolutions
rather than linear interpolation followed by a convolution with
a stride of 1 because for the same increase in the receptive
field, transposed convolutions require 4 times less operations
and memory. Thus, this architecture enabled simultaneous esti-
mation of multiple sources without running out of memory and
outperformed other waveform-based methods.

3) Handling the Lack of Data: The success of U-Net and
Wave-U-Net models depends on the availability of a large
amount of proprietary training data. Cohen-Hadria et al. [169]
investigated data augmentation techniques such as pitch-shifting
and time-scaling on publicly available smaller datasets and
compared the performance of U-Net and Wave-U-Net models.
In order to avoid overfitting, besides using data augmentation,
Perez-Lapillo et al. [170] employed an additional regularization
term in the loss function, called the minimum hyperspherical
energy for the Wave-U-Net architecture, where the diversity of
neurons is promoted by minimizing the hyperspherical energy of
the neurons in each layer. Since convolutional encoder-decoder
frameworks are sensitive to the sound level of the input, Lin et
al. [171] showed that a combination of data augmentation, frame
normalization, and zero-mean convolution makes the network
sound-level invariant.

Mimilakis et al. [164] successfully used unpaired vocal
and accompaniment data to learn non-negative, smooth repre-
sentations with a denoising autoencoder with the help of an
unsupervised objective. Seetharaman et al. [172] proposed a
stage-wise teacher-student algorithm where a clustering-based
labeler (teacher) assigns time-frequency bin labels with a con-
fidence measure, and a separator network (student) is trained
on these labels afterward. Recently, Wang et al. [173] presented
a semi-supervised singing voice separation method that uses a
noisy self-training framework. Self-training is a semi-supervised
framework in which a pre-trained teacher network assigns
pseudo-labels for unlabeled data. Then a larger student network
is trained with the self-labeled dataset combined with the dataset
with labeled ground-truth.

Michelashvili et al. [174] proposed a semi-supervised singing
voice separation network, in which the training data contains a
set of samples of mixed music (singing voice and instrumental)
and an unmatched set of instrumental music. Therefore, neither
matched singing voice nor accompaniment are available during
training. Their solution was to learn a function that maps a
mixture to the instrumental component, such that at run-time,
the vocal audio is computed by subtracting the estimated instru-
mental component from the mixture. During training, synthetic
mixed samples were created by mixing reconstructed singing
voices with random instrumental samples. Additionally, two
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discriminators were trained: one for enforcing the distribution
of the estimated samples from instrumental domain to match
the distribution of the instrumental training set, and the other
for enforcing the distribution of the mixed synthetic samples to
match the distribution of mixture training set.

Kang et al. [175] proposed a singing voice separation ap-
proach based on the curriculum learning framework, in which
learning is started with only easy examples and then the task
difficulty is gradually increased. They define easy examples
as the ones in which one source is obviously dominant over
the other, where the dominance factor depends on the relative
intensity of vocals and instruments.

4) Using Adversarial Networks: Fan et al. [176] introduced
GANs for singing voice separation. They proposed a strategy to
first estimate the initial weights of the generator by a supervised
training of the generator that takes a mixture spectrogram as
input and predicts the separated vocal and background music
spectrograms. The generator is further trained as an unsuper-
vised GAN where the discriminator detects if the combination
of the predicted vocal and background music tracks is real or
fake compared to the original mixture. Moreover, the authors
included an additional trainable layer in the generator that does
the TF-masking process implicitly and predicts the resultant
spectrogram, instead of predicting the mask itself. Stoller et
al. [177] proposed a semi-supervised GAN that makes use of
a large amount of available unlabeled music tracks as well as
datasets of solo source instrument recordings. One discriminator
network per source is trained to distinguish separator estimates
made on the unlabeled music from real samples taken from
the respective source dataset. The separator aims to output
more realistic sources as judged by the discriminators, in ad-
dition to minimizing the supervised loss on multi-track data.
With only a few multi-track datasets available, often exten-
sive data augmentation is used to combat overfitting [144],
[178]. Mixing random tracks, however, can reduce separation
performance in a supervised setting as instruments in real
music are strongly correlated with the leading vocals. Stoller
et al. [177] showed that using unpaired source and mixture
recordings in a GAN training setting benefits from data aug-
mentation without the drawbacks of creating unrealistic music
mixtures.

5) Multi-Scale, Multi-Resolution Features: Music relies
heavily on its structural repetitions to build logical structure
and meaning in a song. These repetitions are made of recurring
elements at different time scales, from small duration basic
elements such as individual notes, to larger structures, such as
chords [179]. These multi-scale repetitions effectively distin-
guish the musical accompaniment from the vocals which are less
redundant and mostly harmonic [133]. Therefore, effectively
modeling the repetitive structures in the mixture signal would
be a promising solution for DNN-based singing voice separation.
Since the repetitive structures in music can be observed as the
similarities between different regions in the TF representations,
the separation network needs to attend to the different TF regions
in order to capture the dependencies across different frequen-
cies in the mixture. Multi-resolution CNNs, which can capture
multi-resolution features by constructing various sized receptive

fields allowing a large context to model, both in time and fre-
quency [134], [143], [151]. However, the convolution operator in
the convolutional encoder-decoder networks [134], [143], [149],
[151], which has a local receptive field, can only model the
repeating patterns locally. Even cascaded convolutional layers
with skip connections cannot effectively capture the dependen-
cies across multiple layers for repetitive structures [180]. Yuan et
al. [181] proposed a skip-attention mechanism wherein, instead
of directly feeding features from different layers from encoder
to decoder through skip connections, an inter-attention layer is
used to make this connection. This attention layer accounts for
a longer context, therefore modeling the repetitive structures
in the musical source. It was noted that the optimization al-
gorithm becomes less effective in capturing the dependencies
across multiple layers in the cascaded structures and it requires
too many layers to cover a sufficiently large input field to
model global information, making the network training too
difficult [180].

Another kind of multi-resolution CNN directly implements
multi-resolution receptive fields in the same layer using multiple
sets of various-sized convolutional operators, such as multi-
resolution convolutional autoencoder [182] and multi-resolution
fully CNN [183]; thereby extracting multi-resolution features
without deepening the cascade structure, unlike the U-Net [134]
or stacked hourglass networks [149]. The advantage of this
kind of multi-resolution CNN over cascaded structures is that
the problem of the optimization algorithm not being effective
in capturing the dependencies across multiple layers does not
affect. On the other hand, a minor linear shift in TF represen-
tations could cause significant distortions in vocal and music
perception which affects these types of multi-resolution CNNs,
while the cascaded structures use skip connections to transmit
low-level information between different layers [134], [151],
[181] to overcome this problem.

D3Net by Takahashi and Mitsufuji [159] uses multi-dilated
convolution that has different dilation factors in a single layer
to model different resolutions, i.e., local and global informa-
tion simultaneously. Yuan et al. [184] proposed a solution
that incorporates multi-resolution CNN while decreasing the
computational complexity of the model. They implemented a
multi-resolution pooling CNN, which uses various-sized pool-
ing operators to extract multi-resolution features, and then used
Neural Architecture Search to use an evolutionary mechanism
to allow the network to automatically search for effective multi-
resolution pooling CNN structures. They explored optimizing
this network in terms of a single objective taking into account
only separation performance as well as multiple objectives
taking into account both separation performance and model
complexity.

6) Involving Phase Estimates: The spectrogram-based sepa-
ration methods often suffer from incorrect phase reconstruction
which degrades the performance. Kong et al. [163] showed the
effectiveness of estimating the phase by estimating complex
ideal ratio masks where they decouple the estimation of these
masks into magnitude and phase estimations. Moreover, they
proposed a deep residual U-Net architecture with up to 143
layers.
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B. Content-Informed Data-Driven Methods

There has been a growing interest in including addi-
tional information in the separation network for making it
more robust to challenging conditions because articulation
(e.g. lyrics) as well as prosody (e.g. musical score) are
closely related to different components of a music audio mix-
ture. In the following sub-sections, we discuss various music
source separation networks that use additional side informa-
tion under two categories, lyric-informed and other musical-
attribute-informed (musical score, instrument label, or vocal
characteristics).

1) Lyrics-Informed: The lyrics of a song have a promising
possibility to be used as additional information for singing
voice separation since lyrics are closely related to singing voice.
Chandna et al. [185] trained an encoder via knowledge dis-
tillation to learn a content embedding that contained implicit
phonetic information. From this embedding, a decoder estimated
features which, along with F0 estimates, were then resynthesized
into a time domain voice signal estimate by a vocoder. The
results show that the intelligibility of synthesized vocals is im-
proved through phonetic features, but the overall subjective au-
dio quality is lower than purely data-driven methods. Takahashi
et al. [186] used linguistic features extracted from an end-to-end
ASR model as additional information for source separation
networks. It resulted in robust performance in noisy conditions.
An advantage of these approaches is that alignment between
audio and text is not required because the phonetic information
is extracted directly from the mixtures. However, this phonetic
information is only implicit and the mixture remains the only
source of information.

Jeon et al. [187] conditioned singing voice separation on
lyrics that were manually aligned at syllable level. They use
a deep text encoder and evaluated on a private dataset of Korean
amateur solo singing recordings that were mixed with unrelated
accompaniments.

Meseguer-Brocal et al. [157] used lyrics transcripts aligned
at word level to condition U-Net based singing voice sepa-
ration network, and improvements over the classic U-Net are
reported. Parameters are successfully estimated from the words
to transform deep features in the U-Net encoder. However, it
is not clear whether the improvement is caused by the higher
number of parameters in the conditioned U-Net, or the voice
activity information inherent in aligned text, or by the phonetic
information.

Schulze-Forster et al. [158] adapted the attention mechanism
for allowing the use of weakly-labeled side information by
learning lyrics alignment as a byproduct. Schulze-Forster et
al. [188] further considered aligned phoneme sequences from
lyrics transcripts, in contrast to word sequences in [157], as an
additional input to the separation model. They proposed a se-
quential framework where a phoneme alignment network is fol-
lowed by a modified Open-Unmix architecture for singing voice
separation such that it takes the aligned phoneme information as
an additional input. They show that this text information helps
in preserving spectral properties of the articulated phonemes in
the separated voice signals.

2) Musical-Attribute-Informed: Chandna et al. [189] trained
a neural network to estimate vocal-specific vocoder parameters
(instead of directly estimating the waveform or spectrogram)
from a mixture signal. Those parameters can be used to synthe-
size the singing voices using a vocoder. Since a vocal-specific
synthesis approach is used, the estimated vocal track has no
direct interference from the backing track, leading to a lower
distortion factor. However, since it is a resynthesis of the voice
signal instead of a TF-masking approach, the perceived quality
and intelligibility are not as high as that one can achieve from
the TF-masks. Similarly, Swaminathan et al. [190] used frame
level vocal activity information as an augmented feature input to
a singing voice separation network, and found that the network
informed with vocal activity learns to differentiate between vocal
and non-vocal regions and reduces interference and artifacts.

Singing voice separation and vocal F0 estimation are tightly
related tasks. The outputs of singing voice separation systems
have been used as inputs to vocal F0 estimation systems;
conversely, vocal F0 has been used as side information to
improve singing voice separation. Nakano et al. [137] pro-
posed a multi-task learning approach to jointly perform F0
estimation and separation of singing voices from music sig-
nals. It consists of a deep convolutional neural network for
vocal F0 saliency estimation and a U-Net with an encoder
shared by two decoders specialized for separating vocal and
accompaniment parts. Between these two networks, a differ-
entiable layer that converts an F0 saliency spectrogram into
harmonic masks indicating the locations of harmonic partials
of a singing voice is introduced. The harmonic masks derived
from the F0 estimates are further refined through the U-Net
and the whole network is trained jointly. Similarly, Jansson
et al. [138] proposed an architecture for jointly separating vo-
cals and estimating the F0, and showed that joint learning is
advantageous.

Petermann et al. [191] conditioned the U-Net separation
network with pitch for separating choir ensemble. Choral ensem-
bles consist of simultaneous and harmonic singing which leads
to high structural similarity and overlap between the spectral
components of the sources in a choral mixture, making source
separation for choirs a harder task. They showed that the network
with the additional pitch information surpasses pitch-agnostic
network.

Music source separation networks generally use supervised
learning where the mixture signals and the isolated sources
(which typically include vocals, bass, drums, and others) are
available for training, and build dedicated models for each
task to isolate. Recently, there have been some approaches to
build unified music source separation model, where one can
choose to separate a particular instrument or singing voice with
a conditioning vector. Meseguer-Brocal et al. [192] proposed a
Conditioned-U-Net (CU-Net) which adds a control mechanism
to the standard U-Net that decides the music source (vocals, bass,
drums, or others) to be isolated, according to a one-hot-encoding
input vector. A feature-wise linear modulation (FiLM) layer is
then used to modulate the intermediate representations with
the conditioning vector, where the parameters of the FiLM
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layer are jointly learnt with the main network. Thus, with
CU-Net, vocal separation, along with other instrument separa-
tions, could happen with a single separation model achieving
comparable performances as the dedicated ones at a lower
cost.

Choi et al. [161] incorporated the idea of source-based con-
ditioning [192] in the time-distributed U-Net framework [193]
such that a source-attentive frequency transformation block can
capture the source-dependent frequency patterns. They also
proposed a Gated Point-wise Convolutional Modulation layer
that extends the concept of FiLM layer [192] by incorporating
inter-channel interactions. This CU-Net extension is shown
to outperform the other existing methods on singing vocals
extraction task on MUSDB18 dataset.

C. Future Directions

The singing voice separation systems have been mostly eval-
uated on pop and rock songs. Their performances are likely to
vary for other music genres. Further investigations are required
for different genres and singing styles. Moreover, some songs
contain multiple simultaneous singing voices, such as duets and
unison singing. Separating each of those singing voices with
singer identification is challenging and needs more investigation.

Singing voices may be recorded in different kinds of back-
ground conditions, for example, through karaoke singing apps,
where traffic noise, other irrelevant music, other people’s voices,
etc. are present. Singing voice separation for such widely differ-
ent recording conditions will bring interesting new challenges
and applications.

VI. LYRICS SYNCHRONIZATION AND TRANSCRIPTION

Lyrics are an important component of singing voice, and vari-
ous research directions have been explored to give machines the
ability to understand lyrics in different ways [194]. Lyrics syn-
chronization, also known as lyrics-to-audio alignment, is the task
of finding time boundaries of the lyrical units (words, phonemes)
of given lyrics with a given polyphonic or solo singing audio.
Lyrics transcription, also known as lyrics recognition, is the task
of recognizing the sung lyrics from audio. Both of these tasks are
closely related. In fact, lyrics synchronization can be considered
as a sub-task of a lyrics transcription system, where the sequence
of words in the output of the transcription system is fixed to the
given lyrics, and the job of the recognizer is to find the optimal
path between the audio and the given lyrics, i.e., the time stamps
of the lyrical units. Lyrics transcription, on the other hand, needs
to transcribe the lyrics of the singing voices in a song given the
audio alone. Thus, lyrics synchronization is easier than lyrics
transcription.

In the last decade, there has been considerable interest in
digital music services and applications with lyrics-related fea-
tures, such as displaying lyrics of songs synchronized with
their audio [10], [195] and searching music using lyrics or
their topics [196]. Although some well-known hit songs already
have lyric time stamps within existing karaoke databases, new
or not-so-popular songs, amateur-based cover songs, and live

recordings may not. An automatic lyrics synchronization sys-
tem could reduce the huge amount of time and labor required
to manually construct such time stamps. Additionally, lyrics
synchronization as well as lyrics transcription could also be
used as a front-end for many content-based MIR applications [8]
such as karaoke lyrics display, query-by-singing, and keyword
spotting, as well as applications involving lyrical rhymes and
emotions.

In this overview, we will provide a historical perspective of
techniques explored for lyrics synchronization and transcription,
and the recent developments in lyrics modeling in solo-singing
and polyphonic music, where lyrics modeling includes both
lyrics synchronization and transcription. A summary of recent
techniques is presented in Table V.

A. Historical Perspective

A straightforward adaptation of automatic speech recogni-
tion (ASR) techniques for singing voice is difficult [10], [197]
since singing has a higher degree of variation in pronuncia-
tion and prosody than speech [198] and is typically accompa-
nied with interfering background music. Lyrics transcription of
singing voice is thus more challenging than ASR, and since
it is sometimes too difficult, research on lyrics-to-audio align-
ment has been much pursued given the text of lyrics as prior
information.

When precise word-level lyrics-to-audio alignment was not
necessary, early studies exploited the knowledge of the musical
structure of the song to align the lyrics [199], [200]. Lyri-
cAlly [200] used the structural information of popular songs
to align lines or sections of lyrics to the music audio.

To achieve finer word-level or phoneme-level lyrics-to-audio
alignment in clean or separated singing voices, early lyrics-to-
audio alignment systems used hidden Markov model (HMM)
based acoustic models which are utilized to extract frame-level
phoneme posterior probabilities. Then a forward-pass decoding
algorithm called forced alignment was applied on these poste-
riograms, obtaining word and phoneme alignments [10], [11],
[197], [201]–[203]. In forced alignment, vocal audio and its
corresponding lyrics text are automatically aligned at the word
and phoneme levels, with the help of the acoustic model and
a pronunciation lexicon that converts graphemes to phonemes.
Due to lack of large annotated datasets, existing ASR acoustic
models trained on speech voices were usually applied to singing
voices. In using such acoustic models, it was important to reduce
the mismatch between speech and singing signals by adapting
the speech acoustic models with a small amount of singing
data using maximum a posterior (MAP) or maximum likelihood
linear regression (MLLR) [10], [197], [201], [203].

B. Lyrics Modeling in Solo-Singing

In 2017, Smule made their solo-singing karaoke dataset called
Digital Archive of Mobile Performances (DAMP)2 available for
research purposes. This dataset is collected via a karaoke app,
and therefore has inconsistent recording conditions, bleeding of

2https://ccrma.stanford.edu/damp/

https://ccrma.stanford.edu/damp/
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TABLE V
SUMMARY OF LYRICS SYNCHRONIZATION AND TRANSCRIPTION METHODS

†1 https://www.music-ir.org/mirex/wiki/2017:Automatic_Lyrics-to-Audio_Alignment_Results.
†2 https://www.music-ir.org/mirex/wiki/2018:Automatic_Lyrics-to-Audio_Alignment_Results.
†3 https://www.music-ir.org/mirex/wiki/2019:Automatic_Lyrics-to-Audio_Alignment_Results.
†4 https://www.music-ir.org/mirex/wiki/2020:Automatic_Lyrics-to-Audio_Alignment_Results.
Reported performance on Hansen’s a capella test dataset (solo) and Mauch’s polyphonic test dataset (poly) (that are used in MIREX challenges), if available, are indicated. The
performance indicator for lyrics synchronization (A) is average boundary error (in seconds) and for lyrics transcription (T) is WER (in %).

background music in the solo singing tracks, out-of-vocabulary
words, and incorrectly pronounced words because of unfamiliar
lyrics [203]. The DAMP dataset consisted of 3-4 minute songs
with lyrics text and is useful for research, but its first version did
not have lyric time stamps.

Kruspe [204] and Dzhambazov [216] presented systems for
the lyrics alignment challenge in MIREX 2017. The acoustic
models in [204] were trained using 6,000 songs from the DAMP
dataset. The average error in word boundaries (i.e., absolute
deviation of the onset boundary of a word with respect to the
ground truth) for an a capella test dataset in the best performing
system by Kruspe was 2.87 seconds. The lack of availability of
lyric time stamps in the training data was one of the reasons for
the poor performance.

Gupta et al. [203] designed a semi-supervised method to
automatically obtain weak line-level (short duration) lyrics an-
notation of a subset of approximately 50 hours of solo singing
from the DAMP data. They used an iterative method to gradually
split the full song into shorter segments of a few seconds with
reliable lyrics. They adapted a DNN-HMM speech acoustic
model to singing voice with this data. It showed 36.32% word

error rate (WER)3 in a lyric recognition experiment on short
solo-singing test phrases from the same dataset. In [55], these
singing-adapted models were further enhanced to capture long
duration vowels with a duration-based lexicon modification,
which further reduced the WER to 29.65%.

In the next release of the DAMP dataset, the lyric prompts
were made available, which gave approximate start and end time
stamps of shorter utterances of singing voices. Dabike et al. [209]
used them to train a factorized time delay neural network
(TDNN-F) acoustic model using Kaldi Speech Recognition
Toolkit4, and obtained the best WER of 19.60%, which was the
new state-of-the-art baseline recognition result for solo-singing
data. TDNN-F models are widely used in ASR systems due to
their capability of successfully modeling long-term context and
their ability to be parallelized, unlike RNNs. Demirel et al. [211]
extended this framework to include six 2-D convolutional layers

3WER is a common metric of performance of speech recognition systems
defined as the percentage of the total number of errors, i.e., substitutions,
deletions, insertions, with respect to the total number of words in the ground-truth
transcription.

4https://kaldi-asr.org

https://www.music-ir.org/mirex/wiki/2017:Automatic_Lyrics-to-Audio_Alignment_Results
https://www.music-ir.org/mirex/wiki/2018:Automatic_Lyrics-to-Audio_Alignment_Results
https://www.music-ir.org/mirex/wiki/2019:Automatic_Lyrics-to-Audio_Alignment_Results
https://www.music-ir.org/mirex/wiki/2020:Automatic_Lyrics-to-Audio_Alignment_Results
https://kaldi-asr.org
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Fig. 11. Overview of lyrics transcription system for polyphonic music with
traditional automatic speech recognition (ASR) framework, showing the two
typical approaches, 1. extraction-transcription and 2. direct modeling.

at the front-end followed by the TDNN-F architecture, and
finally a time-restricted self-attention layer. This architecture
further improved the WER performance on the same solo singing
test data to 14.96%, attributed to further context awareness
through the convolutional and self-attention layers. Demirel et
al. [215] further modified the TDNN-F architecture to include
multiple streams of TDNN layers trained in parallel, where each
stream has a unique time dilation rate capturing different tem-
poral resolutions. This system improved the lyrics transcription
performance on Mauch’s polyphonic test dataset [202] with a
WER of 37.33%.

C. Lyrics Modeling in Polyphonic Music

Past studies have developed acoustic models with only solo-
singing recordings [55], [203], [204], [209], [217]–[220], and
those models perform well for lyrics transcription on solo-
singing test data [203], [209]. Acoustic models trained on solo-
singing data, however, perform poorly when directly applied
to polyphonic music test data [221], [222], and as seen in the
GSLW2 result of lyrics-to-audio alignment task of MIREX
20185, they resulted in a significant drop in performance when
applied to singing voices in the presence of background music.

Singing voices are often highly correlated with the cor-
responding background music, resulting in overlapping fre-
quency components [223]. The varied range of voice quality
of artists combined with different types of musical instruments
makes the problem of lyrics synchronization and transcrip-
tion highly challenging in polyphonic music. As shown in
Fig. 11, the solutions can be grouped into two broad strategies,
1) extraction-transcription approach which extracts singing
voices first through a source separation model and then tran-
scribes the extracted vocals, and 2) direct modeling approach
which directly models the polyphonic audio, i.e., singing voices
mixed with background music. Moreover, in both of these
approaches, there have been content-informed techniques used
to supplement the capabilities of these data-driven modeling
methods.

1) Extraction-Transcription: In the extraction-transcription
approach, a singing voice separation method is employed as a
pre-processing step [10], [197], [201], [211], [216], [224], [225].

Demirel et al. [225] dealt with the lyrics transcription problem
in polyphonic music by using a pre-trained solo singing acoustic

5https://www.music-ir.org/mirex/wiki/2018:Automatic_Lyrics-to-
Audio_Alignment_Results

model [211] to recognize lyrics in the singing voices extracted by
the pre-trained singing voice separation methods, Spleeter [135]
and Demucs [160]. However, this approach involved a mismatch
in quality between clean singing voices and the extracted singing
voices. Since singing voice separation methods are not perfect,
the extracted vocals often contain distortions and synthesis
artifacts.

Gupta et al. [226] used domain adaptation to adapt an acoustic
model trained on solo singing data with two kinds of in-domain
data: direct polyphonic audio and singing voices extracted by
the singing voice separation method, Wave-U-Net [151]. The in-
domain adaptation of acoustic models using polyphonic data was
found to perform better than the acoustic models adapted with
extracted vocals. This suggested that using polyphonic data for
adaptation, instead of imperfect extracted vocals, helps in cap-
turing the spectro-temporal variations useful for lyrics modeling.
However, with a different setting, Basak et al. [227] showed that
the in-domain adaptation using the extracted vocals was found
to outperform that using polyphonic music. They proposed a
data augmentation method of using a vocoder-based speech-to-
singing conversion technique for generating artificial singing
examples for training lyrics transcription model. For the pur-
pose of in-domain fine-tuning of a solo-singing end-to-end lyric
recognition system, they compared direct polyphonic audio with
singing vocals extracted by the state-of-the-art D3Net [159],
which has a superior separation performance compared to the
previously used Wave-U-Net, and obtained the above-mentioned
result.

The performance of lyrics synchronization and transcription
is negatively affected by the imperfect singing voice extraction
front-end [208], [224], as the separation artifacts often make the
words unrecognizable. Moreover, the extraction-transcription
approach usually requires a separate training setup for the
singing voice separation method. Training the voice extraction
and transcription modules separately may lead to possible mis-
match between training and testing, though this approach has
the advantage of being able to use the results of state-of-the-art
singing voice separation research that has been actively investi-
gated.

2) Direct Modeling: Many recent works have explored data
intensive direct modeling approaches to lyrics-to-audio align-
ment. The direct modeling approach does not remove the
background music, but rather makes use of it. In MIREX 2018,
Wang [206] presented a system that achieved a mean align-
ment error (AE)6 of 4.12 seconds on a standard test dataset
(Mauch’s polyphonic dataset [202]) for word alignment eval-
uation. They used 7,300 annotated proprietary English songs
to train GMM-HMM models. Stoller et al. [207] presented an
end-to-end system based on the Wave-U-Net architecture that
predicts character probabilities directly from raw audio. The
system was trained on more than 44,000 proprietary songs with
line-level lyrics annotations. They achieved an impressive 0.35

6AE measures the absolute time deviation (in seconds) between the actual
time stamp and the estimated time stamp at the beginning of each lyrical unit
(word). The error is averaged over all words of a song, and then over all songs
in a test dataset.

https://www.music-ir.org/mirex/wiki/2018:Automatic_Lyrics-to-Audio_Alignment_Results
https://www.music-ir.org/mirex/wiki/2018:Automatic_Lyrics-to-Audio_Alignment_Results
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TABLE VI
A SUMMARY OF DATASETS OPENLY AVAILABLE FOR SINGING VOICE RESEARCH

seconds mean AE on the Mauch’s dataset. However, end-to-end
systems require a large amount of annotated training data to
perform well as seen in [207], while publicly available acoustic
resources for polyphonic music are limited. Moreover, while this
system performed well for the task of lyrics-to-audio alignment,
it showed a high word error rate (WER) for the task of lyrics
transcription.

Gupta et al. [208] trained the TDNN pipeline of Kaldi
that consists of separate acoustic model, language model, and
pronunciation lexicon, with a publicly available polyphonic
dataset called DALI [228] that contains about 3,000 songs
with line-level lyrics alignment. This system outperformed the
lyrics-to-audio alignment as well as transcription results of
Stoller et al. [207], showing that when the data is limited,
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the standard acoustic modeling pipeline performs better than
end-to-end pipeline.

3) Content-Informed Lyrics Modeling: In the direct mod-
eling approach, there have been works in which additional
content information has been incorporated as side information
to the data-driven modeling. Gupta et al. [208] trained a music-
informed acoustic model that incorporated music genre-specific
information into acoustic models. The underlying assumption
was that lyrics intelligibility depends on the background instru-
mentation and syllable rates, which are correlated with the genre
of the music [229]. They categorized music genres broadly into
pop, hip hop, and metal, and used this tag at the time of training
through genre-specific lexicon. This model outperformed the
acoustic model without any additional content information for
both the tasks of lyrics-to-audio alignment as well as lyrics
transcription, which suggests that lyrics acoustic models can
benefit from musical information, e.g., music genre, available
through the meta-data of the songs. This approach [213] showed
the best AE of 0.19 seconds for the task of lyrics synchronization
and the best WER of 47.25% for the task of lyrics transcription
on Mauch’s dataset in MIREX 20207.

Mauch et al. [202] exploited the correlation between chords
and lyrics for the purpose of lyrics-to-audio alignment in poly-
phonic music. As seen in lyrics text in song books, chord anno-
tations are sometimes partially available on lyrics. To leverage
those chord annotations, a lyrics-to-audio alignment HMM was
extended to incorporate chords and chroma features; each hidden
state has two emissions, one for the phoneme feature (MFCC)
for lyrics and the other for chroma feature for chords. Missing
chord information was also recovered by locating phrase-level
boundaries based on the partially given chords. They showed
that the additional chord information boosted the lyric-to-audio
alignment performance.

Most of the above methods explored lyrics modeling in a
single language that was English. Vaglio et al. [214] employed
an end-to-end approach for lyrics-to-audio alignment applied
in a multilingual context using a universal set of phonemes as
an additional intermediate representation, and showed that this
approach can help in bridging between different languages.

D. Future Directions

Despite the recent advances with large public datasets and
the application of successful speech recognition techniques, the
performance of the current lyrics transcription systems remains
far from perfect, thus the problem of lyrics transcription for poly-
phonic music is still unsolved. For example, metal and rap songs
are seen to be particularly difficult for the transcription systems.
Further studies are needed that analyze the error patterns of
the current systems, and architectural modifications specific to
singing voices and lyrics need to be designed.

Most of the current systems of both lyrics synchronization
and transcription are heavily language dependent for acoustic
modeling. This limits the scalability of such systems across

7https://www.music-ir.org/mirex/wiki/2020:MIREX2020_Results

different regions of the world because of the lack of data in dif-
ferent languages. Therefore, it is important to study and design a
unified lyrics transcription model for multiple languages through
a unified phoneme dictionary and techniques for low-resource
language modeling.

There are professional musicians who are capable of tran-
scribing multiple aspects of the audio mixture of a song, such as
lyrics, chords, musical notes, and drum beats, while taking their
relationship into account. Most of the current automatic systems
focus on just one of the tasks. Multi-task systems that leverage
auxiliary tasks to boost the performance of the main task of lyrics
transcription would be worth exploring in the future.

VII. DATASETS FOR SINGING VOICE RESEARCH

Due to music copyright restrictions, one of the main hin-
drances for research in singing voice has been the lack of appro-
priately annotated publicly available datasets. In recent years,
companies such as Smule Inc. and KaraFun have contributed
datasets to the research community, and researchers have come
together to prepare annotated datasets for the community such as
NHSS [126], DALI [228], and NUS48E [97]. These datasets are
used or can potentially be used for multiple tasks. For example,
NHSS is a speech and singing parallel dataset along with manual
word boundaries, which can be used for different singing infor-
mation processing tasks such as lyrics-to-audio alignment, study
of rhythm in sung lyrics, and singing skill evaluation. A regularly
updated list of data resources for MIR applications is published
by audiocontentanalysis.org.8 We collate and summarize the
content and potential applications of the recently published
datasets related to the tasks of singing information processing
in Table VI.

VIII. CONCLUSION

We have provided a comprehensive overview of the recent
developments in various topics of singing information process-
ing: singing skill evaluation, singing voice synthesis, singing
voice separation, and lyrics synchronization and transcription.
This paper has especially focused on the latest deep learning
techniques explored in each of these topics. We have also
provided summary tables that contain a collection of papers
along with the available resources, such as codebases, datasets,
and some indicative performances. Furthermore, we have listed
publicly available datasets for singing voice research along with
their possible applications. We hope this paper can serve as an
easy-to-access resource to stimulate further advances in singing
information processing research.
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