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ABSTRACT

In this paper, we propose a multi-scale model for beat track-
ing based on the Wave-U-Net model. The proposed model
learns multi-scale features by repeatedly resampling feature
maps via a series of downsampling blocks and upsampling
blocks. With the U-shape structure, we observe that global
features are summarized at the bottom blocks. Then, these
global features guide feature upsampling for predicting beats
with a steady tempo. The local features learned in the down-
sampling blocks are combined with the upsampled features
for predicting beats precisely. Besides the features learned
from the waveform, we also combine spectral features at a
middle level in the model. Experimental results show that
beat tracking performance is improved by combining spectral
features.

Index Terms— Multi-scale structure, beat tracking, com-
bining waveform and spectral inputs

1. INTRODUCTION

Beat tracking is to determine a periodic sequence of time in-
stants with which people tap along a music piece. Although
the task has a long history [1], beat tracking still gains a great
attention in the Music Information Retrieval (MIR) research
field because it produces basic time units for musical con-
tent analysis. Beat tracking has been applied as an interme-
diate processing step for time regulation in other music anal-
ysis tasks, such as music transcription [2, 3], chord estima-
tion [4–6], structure analysis [7, 8], and so on. It is also im-
portant for music-synchronized applications [1, 9, 10].

Beat tracking relies on local features for precise timing
prediction and features at larger timescale for constraining
global consistency. Current beat tracking models employ
deep learning techniques to learn beats from labeled annota-
tions, and feed the deep networks with spectral features. In
these models, Convolutional Neural Networks (CNNs) are
used to detect the local spectral events [11–14], and beats
are predicted in a larger timescale by using sequence mod-
els, such as Recurrent Neural Network (RNN) [15–18] and
Temporal Convolutional Network (TCN) [19–21].
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To learn and use features at different time scales for
more flexible beat tracking, we propose U-Beat, a multi-scale
model for beat tracking based on the Wave-U-Net model [22].
The model consists of a series of downsampling and upsam-
pling blocks and provides a multi-scale structure with the time
resolution halved at each successive level. We can make use
of features at top levels for beat tracking with a desired time
resolution. Besides the multi-scale structure, the U-shape
structure is also important since it enables features to be up-
sampled from the bottom global features and concatenated
with the local features from the downsampling block.

For the purpose of beat tracking, we modify the original
Wave-U-Net model in several aspects. First, we replace the
downsampling layers in the original model with maxpooling
layers in order to avoid missing important beat-related infor-
mation during downsampling. The second difference from
the original model is the flexible output layers of the pro-
posed model. In the original model, the model output is at the
top level with a sample-rate resolution for audio source sep-
aration. In comparison, the proposed model has more flex-
ible output layers, which makes full use of the multi-scale
structure. We can produce outputs for beat tracking at mul-
tiple levels with the beat annotations sampled to the corre-
sponding time resolutions, which is similar to the lyrics align-
ment model with the output from an intermediate upsampling
block [23]. Third, we combine Mel-spectral features in the
proposed model as a complement of the learned features from
the waveform, which improves beat tracking performance.

In the experiment, we find that the proposed model works
on both waveform and spectral inputs, and we gain better
results by combining both inputs. Although there are other
multi-scale models, such as the TCN model which can also
utilize the features from different scales by using the dilated
connections, it is hard to combine input features at different
scales in the models. In fact, TCN-based beat tracking models
perform on either the spectral input [19–21] or the wave in-
put [24]. To the best of our knowledge, the proposed model is
the first model that leverages the Wave-U-Net model for beat
tracking and combines both the waveform input and spectral
features for this task.

2. U-BEAT MODEL

We build a multi-scale model for beat tracking based on the
Wave-U-Net model. The overall framework of the proposed



(a) The overall framework.

(b) Details of the downsampling and upsampling blocks.

Fig. 1: The framework of the proposed model.

model is shown in Figure 1(a). We see that the waveform
first goes through a series of downsampling blocks, and then
connects to the upsampling part with a convolutional layer at
the bottom level. We made some modifications to the original
Wave-U-Net in order to apply the model for beat tracking,
with details described as follows.

2.1. Downsampling with Maxpooling Layers

In each downsampling block, the input features are first con-
volved with a 1D filter of a size of M and then downsampled
by a factor of 2. We load audios with a sampling rate of 8192
Hz. At Level l, there are 8192/2(l−1) frames per second, as
shown in Figure 1(a).

In our preliminary experiment, we found that direct down-
sampling in the downsampling block loses important infor-
mation. For example, if peaks at beat times are discarded dur-
ing downsampling, these peaks are difficult to recover during
upsampling. In order to fix this problem and preserve the
peaks, we use a maxpooling layer with a stride of 2 and a size
of 3 instead of the downsampling layer used in the original
Wave-U-Net model. Details of the downsampling block are
shown in Figure 1(b).

2.2. Upsampling

The upsampling blocks start from the bottom to the top. As
shown in Figure 1(b), in the unsampling block, the input fea-
tures are first upsampled by a factor of 2 and concatenated
with the features from the downsampling block at the same
level. Then, the concatenated features are convolved with
a 1D filter of a size of N . In the convolutional layers (for
both the downsampling and upsampling blocks), we choose
the same padding to preserve the dimension so that the model
does not lose the beats at the beginning and end of each mu-
sical piece.

2.3. Beat Tracking Output Layer

For beat tracking, we concatenate features from the downsam-
pling block and the upsampling block at the same level, and
stack a layer normalization layer and a dense layer on top of
the concatenated features, as shown in Figure 1(a). The dense
layer has an output dimension of 1 and uses the sigmoid ac-
tivation function. Since the time resolution of each level is
different, we can choose the output layers flexibly and train
beat tracking at different time scales. Theoretically, we can
train beat tracking for every level, and obtain the sample-rate
time resolution at the top level.1 However, the time resolution
of most existing beat tracking datasets cannot support the out-
put for the topmost levels (i.e., the time resolution of existing
beat annotations is too low to train those top levels). We show
an example of the outputs from the beat tracking output layers
for Level 7 to 10 of the same piece in Figure 2.

For a comparison to other state-of-the-art methods (usu-
ally with a time resolution of 10 ms), we train the model
with the beat tracking output layer at Level 7. In the beat
tracking output, there are 128 frames per second, which cor-
respond to a time resolution of 7.812 ms. To track beats
from this beat tracking output (output activation), we adapt
the madmom’s post-processing method [16] that is based on
a Dynamic Bayesian Network (DBN). Readers are referred
to [16, 25] for more details.

2.4. Combining Mel-spectral Features

With the multi-scale structure of the proposed model, we
can combine spectral features at different levels as a com-
plement to the waveform input. In this paper, we concate-
nate Mel-spectral features at Level 7 for beat tracking. The
Mel-spectrogram is computed with a FFT size of 512 in a
frequency range from 0 Hz to 4000 Hz. We choose a hop size
of 64 to match the dimension of the downsampling features.
Inspired by [26] which applies attention models on different

1According to this sample-rate time resolution at the top level, we use the
sample rate of 8192 Hz, which is much higher than typical time resolutions
for beat annotations. Preparing beat annotations for such high resolution in
the future will further exploit the potential of the proposed U-Beat.



Fig. 2: Example of multi-resolution beat-tracking outputs
given a musical piece from the GTZAN dataset.

frequency ranges for tempo estimation, we also test the Mel-
spectral features obtained by concatenating low-frequency
and high-frequency Mel-spectrograms, which are computed
in frequency ranges of 0-500 Hz and 500-4000 Hz, respec-
tively.

In the experiment, we train and evaluate five models: one
model with the waveform input, two models combining wave-
form and Mel-spectral inputs, and two models with only Mel-
spectral inputs for comparison.

2.5. Network Parameters

We choose the same filter sizes for the convolutional layers as
those used in the original Wave-U-Net model, with a size of
M = 15 in the downsampling block and a size of N = 5 in
the upsampling block. In Block l, there are 24 + 12 ∗ l filters
[22]. Because we observe some redundancy in the learned
features, we set a maximum of 60 filters for all blocks. In
our preliminary experiment, we obtained no improvement by
increasing the filter sizes and the number of filters. On the
basis of validation results, we decided to use a model with
11 levels (L = 11). We also tested adding spectral features
at Level 6 and 8, respectively, which yielded similar results
without significant differences.

3. TRAINING

The beat tracking model is trained and tested by using ten
standard datasets. The Beatles dataset [27] and five RWC
datasets [28, 29] are used for training. The Ballroom (685
items) [30, 31], Hainsworth (222 items) [32], and SMC (217
items) [33] datasets are trained and tested in an 8-fold cross-
validation manner. The GTZAN (1000 items) [34,35] is used
for testing only.

We augment the training set by speeding up/slowing
down clips with factors from 0.7-1.4 without altering the
pitch [26]. The clips and the corresponding factors for speed-
ing up/slowing down are carefully selected in order to pro-
duce balanced data for all tempos. We make sure that each

Fig. 3: Tempo distribution before (orange) and after (blue)
data augmentation.

piece is not selected more than 12 times for data augmenta-
tion. The validation and testing sets are left untouched. All
data used for training are segmented into 30-second clips.
After data augmentation, the number of clips in the training
set increases from 4974 to 15202. The tempo distributions
before and after augmentation are shown in Figure 3.

The model is trained with the binary cross-entropy loss on
the beat tracking output. We apply the RMSprop optimizer
with a learning rate of 10−4 and a batch size of 32. The train-
ing is stopped when there is no improvement in the validation
loss for 20 epochs.

4. EVALUATION AND RESULT ANALYSIS

We use standard metrics for beat tracking evaluation: the F-
measure and the continuity-based metrics CMLt and AMLt
[27]. All metrics are computed with a ±70 ms tolerance.

4.1. Comparing models with different inputs

We compare results obtained by models trained with five
different inputs, as mentioned in Section 2.4. The mod-
els in this section are trained with the training data without
data augmentation. From the results in Figure 4, we find
that the spectral models (mel and mel_l_h) work better
than the wave model (wave) for all four datasets. Divid-
ing Mel-spectrogram into low- and high-frequency ranges
(mel_l_h) works better than the single Mel-spectrogram in-
put (mel), except for the SMC dataset. In general, combining
wave and spectral inputs provide better results. The model
wave+mel_l_h outperforms the model wave by 1.1-5.8
percentage points. It also outperforms the spectral models
for all cross-validation results, and provides similar results
as the spectral models for the testing-only data (the GTZAN
dataset).

4.2. A comparison to state-of-the-art

With all above results considered, we choose the model
(wave+mel_l_h) and train it again with the augmented



Fig. 4: F-measures of models with different inputs. ∗ denotes
datasets used for 8-fold cross-validation.

training data (denoted by wave+mel_l_h+aug) to com-
pare with state-of-the-art results. We show beat tracking
results on testing data in Table 1. We can see that our results
are further improved by data augmentation.

Although the goal of this paper is not to show the su-
periority of the U-Beat over the state-of-the-art results, we
briefly explain some differences and show that the U-Beat
can produce comparable results. For the GTZAN dataset
(the testing-only data), the best F-measure was 88.3%,
achieved by Spec_TCN, a TCN model trained on the spectro-
gram [21]. The proposed method (wave+mel_l_h+aug)
provides the second best results with a 87.1% F-measure.
For cross-validation results, our results are still worse than
other spectral based models. Although the proposed model
also uses the spectral features, the convolution is operated
in 1D rather than 2D. Using 2D convolution layers can be
a direction for further improvement. Our results are gener-
ally better than the other wave based model (Wave_TCN,
which also used 1D convolution), except on the Hainsworth
dataset. Note that the results of the Wave_TCN model are
produced with a train/vali/test (80%/10%/10%) split without
using cross-validation, so its results are not directly compara-
ble since they depend more on the random split in comparison
to other cross-validation results.

5. DISCUSSION ON POTENTIAL EXTENSIONS

As the mentioned in Section 4, our model uses only 1D con-
volutional layers. It is surprising to see that our model also
works for the spectral input without the waveform input be-
cause the spectral input usually needs 2D convolutional lay-
ers to learn its latent features. We could further extend the
model by using those 2D layers. The results also demon-
strate that the model can be benefited by combining spectral
features at level 7. We expect the model can be further ex-
plored by adding more features at different levels simultane-
ously based on the flexible multi-scale structure. The third
way of exploring the ability of the model is to use a multi-
task learning to train related tasks together, such as downbeat
tracking [13, 14, 21, 36], tempo estimation [37], and so on.

F-measure CMLt AMLt

Ballroom
Spec_RNN_2 [16] ∗ 93.8 89.2 95.3
Spec_TCN [21] ∗ 95.6 93.5 95.8
Wave_TCN [24] † 92.5 82.9 93.7
wave+mel_l_h+aug ∗ 93.1 87.8 94.6
wave+mel_l_h ∗ 92 85.3 94.5

Hainsworth
Spec_RNN_1 [17] ∗ 88.4 80.8 91.6
Spec_TCN [21] ∗ 90.4 85.1 93.7
Wave_TCN [24] † 97.3 97.6 97.6
wave+mel_l_h+aug ∗ 86 78.7 89.3
wave+mel_l_h ∗ 85.6 78.1 89

SMC
Spec_RNN_1 [17] ∗ 52.9 42.8 56.7
Spec_TCN [21] ∗ 55.2 46.5 64.3
Wave_TCN [24] 41.8 28.0 41.9
wave+mel_l_h+aug ∗ 51.4 42.4 56.6
wave+mel_l_h ∗ 49.6 40.3 54.7

GTZAN
Spec_RNN_1 [17] 86.4 76.8 92.7
Spec_TCN [21] 88.3 80.8 93.0
Wave_TCN [24] 82.8 71.9 86.0
wave+mel_l_h+aug 87.1 78 91.8
wave+mel_l_h 85.8 75.7 91.1

Table 1: Beat tracking results. ∗ and † denote results with
8-fold cross-validation and one single train/vali/test split, re-
spectively; and the rest are results on testing-only data.

6. CONCLUSIONS

In this paper, we proposed the U-Beat model that uses the
multi-scale structure of the Wave-U-Net model for beat track-
ing. Our contributions include 1) replacing the downsampling
layers with the maxpooling layers to reserve the temporal fea-
tures for beat tracking; 2) providing a model that works on
both waveform and spectral inputs and obtaining better re-
sults by combining both inputs; and 3) demonstrating a beat
tracking model with multi-resolution outputs (Figure 2). The
advantage that distinguishes the proposed model from other
beat tracking models is its flexibility of adding input features
and output layers at different levels. We have already shown
that the performance was improved by combining waveform
and spectral inputs. We are also interested in multi-resolution
beat tracking outputs, especially in results at higher resolu-
tions from top levels. Our future work includes producing
datasets with more precise beat annotations and predicting
beats at a higher time resolution that is needed by some real-
world music synchronization applications.
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