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ABSTRACT

We propose multi-view and volumetric convolutional neural
networks (ConvNets) for 3D shape recognition, which com-
bines surface normal and height fields to capture local ge-
ometry and physical size of an object. This strategy helps
distinguishing between objects with similar geometries but
different sizes. This is especially useful for enhancing vol-
umetric ConvNets and classifying 3D scans with insufficient
surface details. Experimental results on CAD and real-world
scan datasets showed that our technique outperforms previous
approaches.

1. INTRODUCTION

Semantic object recognition from 3D geometry data is an im-
portant problem in computer vision, graphics and robotics,
with the applications ranging from on-line shape search to
autonomous robots. Due to the rapid growth of 3D big data,
an accurate 3D shape search engine is highly expected. A
good 3D recognition method is also the key to detecting ob-
jects from surrounding environment for autonomous robots,
since 3D sensors are currently the most common choice for
robotic vision.

Convolutional neural networks (ConvNets) have revo-
lutionized the computer vision techniques in almost all the
tasks: e.g., classification [10], detection [4, 5] and seman-
tic segmentation [13, 29]. Further, by combining ConvNets
with reinforcement learning, a computer can defeat profes-
sional human players in complex games such as Go [21]
and a robot can learn to grasp an object by its own. Con-
vNets have also been becoming a powerful tool in 3D shape
recognition—top-1 error evaluated on a 40-class classifica-
tion task has been improved about 15% from hand-crafted
features (75%→ 90%).

What are the challenges and characteristics that are spe-
cific to 3D ConvNets, as compared to 2D ConvNets?

• Input representation Unlike 2D images, there is no
decisive way of parameterizing an input for 3D Con-
vNets (image, volume, point, etc.), which needs explo-
rations.

• Fusion of multiple views and orientations In con-
trast to 2D ConvNets, multiple features from different
viewpoints or orientations are aggregated to construct a
single descriptor for an object.

• Encoding and fusion of modalities Since we have 3D
models in our hand, we can encode its geometry into
various kinds of encodings i.e., geometric (e.g. surface
normals), photometric (e.g. gray-level intensity) and
physical (e.g. object size) encodings, etc. How to en-
code and to effectively fuse them needs explorations.

There are two main approaches to 3D ConvNets: the
view-based approach that inputs multi-view images [23] and
the volumetric approach that inputs 3D binary occupancy
volumes [28]. The state-of-the-art results (classification ac-
curacy) are around 90% and 85% for the view-based and
volumetric approaches, respectively. Thus, there is still some
room for improvements, especially for volumetric ConvNets.
Recent works have tried to improve volumetric ConvNets us-
ing octree [26] or sub-volume supervision [19] to efficiently
increase spatial resolution, but their performances have still
not reached the level of view-based approach. 1

In this paper, we explore how to encode input 3D models
and to fuse them. In particular, we present multi-view and
volumetric ConvNets that fuse geometric and physical infor-
mation, i.e., surface normals and object size. To incorporate
object size, we encode 3D models into height fields where a
height value is assigned to each pixel and voxel. This strategy
helps distinguishing between objects with similar geometries
but different sizes, which provides an indirect yet effective
way to improve the volumetric ConvNets. This is also effec-
tive for recognizing 3D scans where reliable features are diffi-
cult to be learned because of insufficient spatial resolution and
noise. Experimental results on CAD model and scan datasets
showed that our technique outperforms previous approaches.

2. RELATED WORK

3D ConvNets In 3D shape recognition field [20], ConvNets
are becoming a powerful tool and has been improving the

1There are two common evaluation metric used in recent work: average
class accuracy and average instance accuracy [19]. The readers should be
careful about the metric used in the literature when comparing techniques. In
this paper we use average class accuracy.



classification and retrieval performance. There are mainly
two approaches to 3D ConvNets: volumetric and view-based
approaches. Wu et al. proposed the first 3D ConvNets [28]
using volumetric representation. Concurrently, Maturana et
al. [15] also proposed an efficient volumetric approach called
VoxNet for robot vision. Su et al. [23] proposed a multi-view
technique which aggregates ConvNet features extracted from
the images rendered from multiple views. Li et al. [11] intro-
duced field probing neural networks (FPNN), a light weight
3D ConvNets for improving speed and reducing memory con-
sumptions. Qi et al. [19] tried to close the performance gap
between view-based and volumetric approach and found that
augmenting azimuth rotations is crucial for improving accu-
racy of the volumetric technique. In recent works, diverse
approaches of 3D ConvNets have been explored, such as 3D
generative adversarial networks (3D GAN) [27] for unsuper-
vised 3D shape recognition and 3D ConvNets for point clouds
(PointNet) [18].
Modality fusion The fusion of multiple modalities has been
studied in RGBD object recognition [24], detection [6], scene
recognition [25] and action recognition. We further explore a
fusion approach for 3D ConvNets.
Object size in recognition While scale-invariance is a core
property of shape descriptors for 2D images [14], a size of an
object can play an important role, providing cues for recog-
nizing objects. Hoeim et al. [7] used height information to de-
tect objects in scenes. Frits et al. [2] showed that the absolute
size of the object can augment image descriptors in recogni-
tion tasks. They checked the size of a bounding box to prune
the erroneous predictions. In this paper we take an end-to-end
training approach based on deep ConvNets to learn a fusion of
local geometric features extracted from surface normal fields
and object size information contained in height fields.

3. METHOD

We propose 3D ConvNets that combines different modalities.
Here, we first explain our basic network architectures of view-
based and volumetric ConvNets. We then describe the pool-
ing methods designed for fusing modalities and viewpoints.

3.1. Basic network architecture

The basic network architecture excluding view and modality
fusion layers are depicted in Fig. 1. We followed VoxNet [15]
and used similar filter sizes and numbers to construct out vol-
umetric network. The view-based network consists of 3 con-
volution layers and 2-3 fully connected (fc) layers, which is
slightly shallower than AlexNet and VGG-M net for training
and testing efficiency. This is also useful for achieving consis-
tency between the two frameworks such that the comparison
can be done easily. We insert dropout and batch normaliza-
tion layers between fully connected layers, which are critical

Fig. 1. Basic network architectures (a) view-based. (b) volu-
metric.

Fig. 2. Pooling methods. (a) concatenation, (b) bilinear, (c)
max, (d) VLAD.

in avoiding over-fitting. We trained our networks from scratch
without pre-training on other datasets.

3.2. Feature map fusion techniques

Modality fusion When fusing different modalities, the goal
is to learn the effective combinations of channels. For this,
two types of pooling layers are considered: a concatenation
and bilinear pooling [12] (Fig. 2 (a) and (b)). The simplest
way to do so is to concatenate the modalities at the input
layer. A more sophisticated way to do so is to use bilinear
pooling (BP) which takes outer products of feature maps and
captures multiplicative interactions between channels. The
drawback of BP is that the resulting output features become
high-dimensional. Thus, we use compact bilinear pooling
(CBP) [3] that maps features to low dimensional space.
View and orientation fusion The simplest way to aggre-
gate views is to take the average of softmax scores for all the
views and then select the class with the maximum score (soft-
max summation). However, it is usually expected that better
results can be obtained by a learning-based view aggregation
method. In MVCNN, an average or max pooling layer is in-



Fig. 3. Our geometric encoding that incorporates surface nor-
mal and height fields. (a) 2D view-based encoding. (b) 3D
volumetric encoding.

serted into the network to aggregate views and trained end-
to-end. Another order-less pooling technique is VLAD pool-
ing technique [8], which is a variant of Bag-of visual word
(BOVW). In recent work [1], the end-to-end CNN version of
NetVLAD has been proposed. In this paper, we tested max
pooling and NetVLAD for view pooling.

3.3. Input data encoding

In contrast to MVCNN that solely uses gray-level images or
Voxnet that uses occupancy grids that contain 1 and -1, we in-
corporate physical size and local geometric information. Fig-
ure 3 shows our geometric encoding. We use surface nor-
mal and height fields for both 2D view-based and 3D volu-
metric methods. The proposed encoding is somewhat similar
to HHA encoding that is used in the detection technique by
Gupta et al. [6]. However, our focus here is to improve classi-
fication performances in 3D shape recognition. We have also
tried several other encodings, such as depth and silhouette but
we found that the combination of normal and height works
effectively (Section 4, Table 2).

In order to generate the height encoding, we manually
rescaled polygonal mesh models so that they conform with
roughly their real-world size. For example, we rescaled chair
models such that the height of seat become 450 mm, which
is the standard chair height. We admit that the consideration
of object size breaks scale-invariance, which is problematic
in testing unknown 3D models in arbitrary size. However, re-
cent CAD models that exist in the web are associated with
size and thus we can easily rescale the model properly. Fur-
thermore, we do not encounter this problem when testing 3D
scans, as the metric is known. We also assume that the input
3D models are consistently aligned to an upright pose.

4. EXPERIMENTAL RESULTS

We implemented our algorithm on Matlab using Matconvnet
toolbox. We used NVIDIA Geforce Titan X for training and
testing. It takes approximately four hours to train our net-
works. Throughout experiments, we evaluate the classifica-
tion accuracy based on average class accuracy [19, 23].

Fig. 4. 3D shape dataset.

4.1. Dataset

ModelNet We use ModelNet40 dataset [28] that contains
CAD models from 40 categories for training and testing (Fig.
4 top).
Real-world scans We use the real-world scan dataset from
Qi et al. [19], which comprises 243 scans from 12 categories.
We use this dataset for testing only and training is done with
Modelnet40. These scans are captured using a RGB-D sensor
and densely reconstructed using the VoxelHashing framework
(Fig. 4 bottom).

4.2. Experimental results

CAD models Fig. 5 (a) shows the classification results of
our volumetric and view-based ConvNets using our encoding.
We compared the proposed networks against Voxnets [15]
that uses occupancy grids and MVCNN [23] that uses gray-
level images. Our method using surface normal and height
improves VoxNet by 6% (83.1% → 89.8%) and MVCNN
by 3% (90.1% → 93.3%). Since the inputs of volumetric
approaches tend to be low-resolution, the use of the height
encoding is more effective in this case.
3D scans In Fig. 5 (b), we show the classification results
of our technique on 3D scans. For both volumetric and
view-based approaches, our algorithms improve the previous
approaches by approx. 10%. In particular, our networks
based on height fields helps distinguishing small and large
objects with insufficient details, e.g., cups and toilets in Fig.
4. In fact, using height images that incorporate real-world
scaling information, the average class accuracy of the cup
model jumped from 0% to 61% (Table 1).
Other modalities We made an experiment by varying in-
put modalities. Here we used gray-level intensity (I) which is
obtained by rendering with the Phong lighting model, height
map (H), depth (D), surface normal (N) and silhouette (S). For
this experiment, view pooling is done with softmax summa-
tion and modality fusion is done with concatenation. In Table
2, we show the average class accuracies evaluated by vary-
ing modalities. With the use of height (H) only, it improves



Table 1. Classification results of 3D scan using view-based ConvNets.

Fig. 5. Comparison with other state-of-the-art techniques.

the accuracy by approx. 3% from gray-level intensity (I). By
combining surface normal and height (N + H), we obtained
the accuracy of 91.25%, which is already beyond MVCNN,
without using a learning-based view pooling technique.

Table 2. Comparison by varying encoding (View-based).

I N H D S N + H
Ave. Class Acc. 87.5 88.0 90.5 87.6 82.9 91.3

I–intensity; H–height; D–depth; N–surface normal; S–
silhouette.

Table 3. Comparison of modality fusion (View-based).
Concat
(input)

Concat
(conv3)

Concat
(fc1)

CBP
(fc1)

Ave. Class Acc. 91.25 91.12 92.37 91.13

Comparison between fusion techniques We compared the
average classification accuracy of view-based ConvNets us-
ing different modality fusion techniques (concatenation and
compact bilinear pooling (CBP)) for fusing surface normal
and height. We also varied the place to insert a concatenation
pooling layer (input, conv3, and fc1). Here view pooling was
done based on a simple summation of softmax scores. As can
be seen from Table 3, the concatenation fusion layer placed
after the fc1 layer works best. Second, we compared the re-
sults obtained with different view pooling techniques (soft-
max summation, max and VLAD pooling). Here, modality
fusion is done by concatenation at the input layer. We found
that the max pooling works best for view pooling. For our
setup (12 views and 2 modalities), a simple max pooling and
concatenation works best for view and modality fusions. It

would be interesting to test and compare the fusion techniques
on a more complex setup with many modalities and views.
Comparison with size based pruning We compare our
height encoding against the size-based pruning technique
[2,22], which check the size of a bonding box. Specifically, if
the size of the bounding box is out of 1-99 percentile of train-
ing dataset, it decreases the classification score of that object
to zero. We combined this strategy with MVCNN as well as
other unsupervised descriptors: d2 shape distributions [17],
3D Zernike moments [16] and spherical harmonics (SH) [9].
The average class accuracy of MVCNN + size pruning is
92% on CAD models, which is not as accurate as the pro-
posed technique that learn to fuse surface normal and height.
Furthermore, the average class accuracy only improved 4-5%
from 71% to 75% for 3D scan classification.

Table 4. Comparison with size-based pruning technique.
without size with size

D2 descriptor 28.0 41.1
3D Zernike 34.8 45.5

Spherical Harmonics 64.0 70.5
MVCNN 90.0 92.3

5. CONCLUSION

We presented 3D ConvNets that fuse different modalities such
as height and surface normals. This strategy was effective es-
pecially when the resolution of the input is low with insuffi-
cient details. The volumetric ConvNets was a good example
where the resolution of input volumes cannot be easily in-
creased due to computational demands. Further, this strategy
was also effective for classifying 3D scans where reliable fea-
tures are difficult to be learned because of insufficient spatial
resolution of an acquisition system and noise. In future work,
we will explore a way to automatically rescaling unknown
CAD models.
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